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Observing the Hayabusa-2 Capsule Re-entry over Australia

E. K. Sansom 1, H. A. R. Devillepoix 1, M.-Y. Yamamoto 2, M. C. Towner 1, S. Abe 3, S.
Nozawa 4, Y. Hiramatsu 5, T. Kawamura 6, K. Fujita 7, M. Yoshikawa 7, Y. Ishihara 7, N.
Segawa8, Y. Kakinami 9

A summary of the International Meteor Conference 2021 presentation is presented. A paper recently accepted
to PASJ gives a more detailed description, available at https://arxiv.org/abs/2111.02235.

Received 2021 October 18

This work has been presented at the International Meteor
Conference 2021 (held online).

Japan Aerospace Exploration Agency’s Hayabusa-2
sample return capsule (SRC) came back to the Earth
on the 5th December 2020 at 17:28 UTC. This was a
unique opportunity to test sensors and record aspects of
fireball phenomena that are hard to collect for sporadic
natural events.

1Space Science and Technology Centre, Curtin University,
Australia.

2School of Systems Engineering, Kochi University of Technol-
ogy, Japan.

3Nihon University, Japan.
4Ibaraki University, Japan.
5School of Geosciences and Civil Engineering, College of Sci-

ence and Engineering, Kanazawa University, Japan.
6Institut de Physique du Globe de Paris, France.
7Institute of Space and Astronautical Science, Japan

Aerospace Exploration Agency, Japan.
8Faculty of information Science and Engineering, Kyoto

Sangyo University, Japan.
9Space Information Center, Hokkaido Information University,

Japan.

IMO bibcode WGN-496-sansom-hayabusa-2
NASA-ADS bibcode 2021JIMO...49..146S

Figure 1 – DFN cameras (red) in relation to the Hayabusa-2
Sample Return Capsule trajectory. Temporary stations con-
taining optical sensors and non-optical instrumentation were
deployed as shown close to the predicted capsule trajectory,
figure originally from https://arxiv.org/abs/2111.02235.

A scientific observations campaign was planned to
observe the optical, seismo-acoustic, radio, and high
energy particle phenomena associated with its re-entry.
A multi-institutional collaboration between Australian
and Japanese universities resulted in 49 instruments de-
ployed (total of 73 including existing, permanent sen-
sors). The SRC re-entered the atmosphere over South
Australia, visible for 53 seconds as a fireball near the
Northern Territory border, towards Woomera where it
landed in the Woomera military test range. Data col-
lection was successful and will be used to study the ef-
fects produced by interplanetary objects impacting the
Earth’s atmosphere for natural objects.

The capsule arrival provided a unique opportunity
to study an artificial fireball, where both the character-
istics and the trajectory of the body were well known.
This “calibration point” provides unique information to
characterise the data normally seen with fireball cam-
era networks. Multiple non-optical sensors were also de-
ployed; seismic, infrasonic, and UHF waves. The cam-
paign was impacted by COVID19 travel restrictions,
which meant that the ground activities were in a large
part carried out by local volunteers, which we are very
grateful for. Results were recovered by almost all the
sensors deployed, with a few instrumentation failures.
Significant detections were seen in the infrasound, seis-
mic sensors, as well as optical and hyper spectral obser-
vations. A paper recently accepted to PASJ (Sansom
et al., 2021) gives a more detailed description, available
at https://arxiv.org/abs/2111.02235.
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Tests with a basic ablation and dark flight calculator

Felix Bettonvil 1,2,3 and Dušan Bettonvil 1

We report on testing a basic Python-based ablation- and dark flight calculator with a data set of a meteorite
dropping fireball. We were able to find a solution that represents the data reasonably well. The calculator,
named PyDAF, is available on Github and we believe it is a valuable tool also for educational purposes to learn
about the effects of the different physical parameters on the flight of meteoroid through the Earth atmosphere.

Received 2021 Novmeber 13

This work has been presented at the International Meteor
Conference 2021 (held online).

1 Introduction

When meteoroids penetrate Earth’s atmosphere,
they interact with it, decelerate, emit and ablate, and in
rare cases a part survives and reaches the ground. The
flight can be modelled with the drag equation and dif-
ferential mass equation which uses physical properties
of the meteoroid, its trajectory through the atmosphere,
and characteristics of the atmosphere. A basic calcula-
tor was written in Python and presented at the Interna-
tional Meteor Conference 2019 (Bettonvil, 2020), now
called PyDAF. The main purpose was to get an indi-
cation of the likelihood of meteorites in case of bright
fireballs and to understand the effect of the various pa-
rameters on the result. In this sense the calculator also
is a nice tool for educational purposes.

This paper focuses on testing the code, based on a
bright fireball with a recovered meteorite, to study how
well reality and model match.

1Leiden Observatory, Leiden University, Leiden, The Nether-
lands. Email: bettonvil@strw.leidenuniv.nl

2NOVA Optical Infrared Instrumentation Group, Dwingeloo,
The Netherlands. Email: bettonvil@astron.nl

3KNVWS Meteor Section
4KNVWS Meteor Section.

Email: dusan.bettonvil@gmail.com

IMO bibcode WGN-496-bettonvil-calculator
NASA-ADS bibcode 2021JIMO...49..147B

Table 1 – Input parameters for the ablations and dark flight
calculator PyDAF, with indication which parameters usu-
ally are known by measurement (M) or estimated (E).

Parameter unit
(E)st/
(M)eas

Initial velocity Vinf [km/s] M
Begin-, end point

[deg, deg, km] M
λ(t), φ(t), h(t)

Ablation coefficient ζ [s2/km2] E
Heat transfer

[–] E
coefficient Λ

Drag coefficient Γ [–] E
Shape factor A [–] E
Luminous eff Le [–] E
Entry mass m [kg] E
Density ρ [kg/m3] E
Wind velocity, direction, [m/s, deg,

M
p(h), T (h) Pa, K]

Figure 1 – Trajectory of a bright meteor with its two phases:
(a) the luminous trajectory where both ablation and drag
influence the meteoroid trajectory; (b) the dark flight were
drag, wind and gravity dominate the flight. Also fragmenta-
tion may happen which is indicated with additional dashed
lines.

2 The simulation software

The code consists of two parts, graphically illus-
trated in Figure 1: an ablation part and a dark flight
part. For the first part the drag equation and differen-
tial mass equation are used, based on the great website
by spaceacademy.net.aua explaining the basics of the
atmospheric flight of a meteor. With these equations
and several input parameters (see Table 1) the mass
loss, deceleration and brightness profile can be com-
puted. This is done in small time steps, which then gives
height(t), deceleration(t), mass(t), brightness(t), and
geographical location (λ(t), φ(t) as output. For small
meteoroids the mass reaches zero at a certain altitude,
but for larger ones it might happen that the meteoroid
has decelerated so much that ablation stops and the me-
teoroid continues its flight without further mass loss b.
At this point in time the second part of the code takes
over, which is based on the dark flight computation by
Ceplecha (1987). It calculates the flight through the at-
mosphere incorporating drag and gravity acceleration,
and outputs the geographical coordinates of the impact

ahttps://www.spaceacademy.net.au/watch/debris/

metflite.htm
bAnd thus, the terminal mass is known. Basically, mass loss

and mass can be derived from the drag- and differential mass
equations which requires knowledge of physical parameters. Ter-
minal mass, can be derived from the deceleration and velocity at
the terminal point (Ceplecha, 1987), as well mass and mass loss
can derived from the brightness and which requires knowledge
of the luminous efficiency (Drolshagen et al., 2021; Gritsevich &
Koschny, 2011).
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Figure 2 – 24 gram meteorite from the Flensburg meteorite.

point λ(m), φ(m) which is a function of mass (this is
further explained below and in the next section). The
calculation requires knowledge of the atmosphere prop-
erties (i.e. density, temperature, wind profile), which
usually can be retrieved from weather balloon data (or
forecast models) c. PyDAF downloads the data auto-
matically from the website of University of Wyoming d,
after specification of the station and time to be used.

PyDAF is able to deal — in a basic form — with
fragmentation, contrary to a single ablating body. To
utilize this the user specifies in how many fragments the
main body splits up and at what height. This feature is
useful to analyze what size of meteorite lands where on
the ground. Generally, smaller fragments will decelerate
faster, land later, but closer to the terminal point of the
fireball, and drift more with the wind.

PyDAF is available on Github:
https://github.com/dudaskule/AblationCalculatorPy.

3 The Flensburg fireball
On September 12, 2019 a very bright daylight fire-

ball appeared over northern Germany, seen by hundreds
of witnesses in Germany, The Netherlands and Den-
mark. The fireball was captured by one Allsky7 e cam-
era (Herford, Jörg Strunk), several dashcams and US
Government sensors (CNEOS f). The fireball was ex-
tremely bright, but only a single meteorite was recov-
ered (a C1-ungrouped carbonaceous chondrite, 24 gram,
density 1984 kg/m3, Figure 2). The fireball was anal-
ysed in detail by Borovička et al. (2021). We decided
to use this fireball as a testcase for PyDAF.

From the CNEOS data we know that the total en-
ergy was 2 · 1012 J which can be converted into a mass
estimate of 10 600 kg, assuming that all kinetic energy

cThis was discussed at the conference.
dhttp://weather.uwyo.edu/upperair/sounding.html. Data

used for this paper: http://weather.uwyo.edu/cgi-bin/

sounding?region=europe\&amp;TYPE=TEXT\%3ALIST\&amp;YEAR=

2019\&amp;MONTH=09\&amp;FROM=1212\&amp;TO=1212\&amp;

STNM=10035.
ehttps://www.allsky7.net
fNASA Center for Near Earth Object Studies, https://

cneos.jpl.nasa.gov

transformed into thermal energy. The measured opti-
cal brightness (maximum −21) suggests a slightly larger
mass of 22 000 kg (Borovička et al., 2021), both results
suggesting a meter-sized object. Due to the large size
the deceleration was small, and, unfortunately difficult
to measure. The fireball did brighten at altitudes be-
tween 45 and 37 km, and it is thought that it heavily
fragmented at those altitudes and most of the original
mass disappeared.

4 Analysis
In case of a standard, potential meteorite dropping,

fireball event (no meteorite recovered yet) PyDAF can
be used to obtain understanding if a meteorite recov-
ery is to be expected, and if yes, where. The calcula-
tor is used as follows: all not known parameters from
Table 1 (those indicated with ‘E’) are given an initial
estimate, and then varied while rerunning the calcula-
tor until it gives velocities and decelerations as function
of height that fits with the measured velocity profile.
Based on these parameters the calculator then gives an
estimate for the initial- and terminal mass. The calcula-
tion is then repeated again for a to-be-specified number
of fragments (each with a mass equal to the initial mass
divided by the number of fragments) at a certain alti-
tude. A good choice is the altitude where an (abrupt)
increase in brightness appeared. This calculation is then
repeated for different number of fragments, which will
result in different dark flight paths and landing sites,
thus giving the dropping locations on the ground as a
function of size. In case photometry is available, also
the luminosity can be added to the parameter space
and also the brightness fitted, giving a yet more reli-
able solution. An example of output, as produced by
the calculator, is given in Table 2.

For this paper we look at the Borovička et al. (2021)
Flensburg set of parameters — both measured, esti-
mated and calculated — to test our simulator and find
out how well we can match the trajectory and how
well we can point to the dropping area of the recovered

Table 2 – Example of typical output of the simulator. The
first part gives as function of time the luminous trajectory,
the second part the dark flight. VelL, velh and velx give the
velocities along the horizontal trajectory, vertical direction
and horizontal velocity perpendicular to the flight direction
(following the convention in Ceplecha, 1987).
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Table 3 – Flensburg fireball input used for the ablations and dark flight calculator.

Parameter value
(E)st/ Reference
(M)eas

Initial velocity Vinf 19.43 km/s M Borovička et al. (2021)
Begin point λ(t) 9.0322◦E M Borovička et al. (2021)
Begin point φ(t) 53.887◦N M Borovička et al. (2021)
Begin point h(t) 71.84 km M Borovička et al. (2021)
End point λ(t) 9.2060◦E M Borovička et al. (2021)
End point φ(t) 54.598◦N M Borovička et al. (2021)
End point h(t) 35.3 km M Borovička et al. (2021)
Zenith distance 65.3◦ M Borovička et al. (2021)

Ablation coefficient ζ 0.005 s2/km2
g

E
Borovička (2006),
Borovička et al. (2019, 2021)

Heat transfer coefficient Λ 0.1–2 E Footnote h, Borovička 2006
Drag coefficient Γ 0.5–0.6 E Footnote h, Borovička et al. (2021)
Shape factor A 0.9–1.3 E Footnote h

Luminous eff Le 0.02–0.20 E Drolshagen 2021, Gritsevich 2011
Entry mass m 10–22 tons E Borovička et al. (2021)
Density ρ 2000 kg/m3 M Borovička et al. (2021)
Wind velocity, direction, p(h), T (h) [m/s, deg, Pa, K] M See Table 4

Table 4 – Extract of the weather balloon sounding data from
Schleswig, coincidently very close to the fireball location,
and around the same time (Footnote d).

meteorite. Table 3 gives an overview of all parameters
used and their ranges.

Following the recipe given in the beginning of this
section we try to match the Borovička velocity profile
with the simulation results. Figure 3 shows that we
were successful to find a set of parameters results in

gThe ablation coefficient is of course not precisely known, but
we us we use this value as it is often used in simulations. For
simplicity, variation of the value can also be expressed in the
heat transfer coefficient with has a similar (but reciprocal) effect
on the ablation process. Borovička (2006) gives as range 0.001–
0.008 s2/km2.

Figure 3 – Measured velocity along trajectory from (crosses,
Borovička et al., 2021) and PyDAF (red triangles).

a reasonable fit h, but it should be mentioned that the
deceleration is small and the measured velocity has a
substantial inaccuracy near the end of the luminous tra-
jectory.

We then calculate the dropping locations for frag-
ments from 5 g to 100 g (including a 24 g fragment,
being the mass of the recovered meteorite) for fragmen-
tation heights of 45 km and 35 km. The results are il-
lustrated in Figure 5, plotted on Google Earth map. As
expected, all meteorites drift in eastern direction due to
the western wind direction, large meteorites travel fur-
ther than smaller ones, and a fragmentation at a lower
height allows the meteoroid to travel further and thus
also causes the meteorite to drop further North. In
orange we plot the dropping locations as published in
Borovička et al. (2021). Our calculator is also able to
find a solution that matches the drop location of the
24 g meteorite well, with the simulator suggesting a
fragmentation height of ∼ 42 km, whereas Borovička et
al. (2021) find 37 km.

hEntry mass m = 10000 kg, Shape factor A = 0.9, Drag coef-
ficient Γ = 0.6, Heat transfer coefficient Λ = 0.5.
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Figure 4 – Brightness profile from Borovička et al. (2021),
with indicated with red dots the estimated brightness as
computed in this paper.

Figure 5 – Calculated locations of meteorite fragments, be-
ing the output of the ablation and dark flight calculator,
plotted on Google maps. The blue dashed line and the left
illustrates the fireball trajectory, which moved from south
to north, with the terminal point not visible being ∼ 7 km
below the picture. The left line indicate the dropping lo-
cation of fragments originating from a, the right red line
from a fragmentation point at 35 km height. Smaller frag-
ments (5 g) are at the lower side, larger fragments at the top
(100 g). For comparison also the output from Borovička et
al. (2021) are plotted (orange lines). The blue triangle plots
the finding location of the 24 g meteorite fragments.

We do also an attempt to simulate the brightness.
In order to match the brightness profile as given in
Borovička et al. (2021), we need a luminous efficiency
of 0.20, assuming a single body until a height of 45 km,
which is on the large side (Drolshagen et al., 2021). We
can simulate the brightness starting after 45 km by frag-
menting the entire body in sub-gram sized particles and
we then need a luminous intensity of 0.05 in order to
reach an apparent magnitude brighter than −20, which
is the estimate in Borovička et al. 2021 (Figure 4). To
model the brightness with fragmentation realistically,
the simulator is too simple (offering only one fragmen-
tation at a chosen altitude, splitting the main body in
n equal parts).

Figure 6 – Expected dropping locations for a 24 gram frag-
ment created at 45 km height, in the case we vary all un-
known input parameters within a certain range (Table 3),
and use estimates for the parameters which we would not
know if no meteorite was found yet (i.e. density 2000–
3000 kg/m3). The yellow dots and red lines are overplotted
from Figure 5.

5 Discussion
Within the available parameter space, we were able

to find a reasonable solution to match the deceleration
of the trajectory and drop location of the 24 g mete-
orite fragment. Nonetheless, we required a rather aero-
dynamic body with shape factor A = 0.9, and drag co-
efficient Γ = 0.6, thus AΓ = 0.54, which is a bit smaller
than AΓ = 0.65 by Borovička at al. (2021), and consid-
erably lower than AΓ = 0.8 which often is used for dark
flight computations as first estimate, with AΓ = 0.6
representing a spherical shape of the meteoroid, which
is a good assumption also in the case that a meteorite
spins. We like however to emphasize that we did not
do any optimization do find the best solution, hence
we do not claim that the presented solution is the op-
timal one: as there are many free parameters in the
calculation, there might exist a certain combination of
parameters that fit, the test case (slightly) better.

It is interesting to investigate how well we would
be able to predict the landing site if a meteorite would
not have been recovered yet, and thus rely entirely on
the fireball data only. To give insight in the spread in
landing side coordinates by varying the input param-
eters over a certain range, we have computed various
extreme cases from Table 2 (i.e. related to heat transfer
coefficient, shape factor, drag coefficient, entry mass),
while taking care that the deceleration still represents
the measured fireball trajectory. The results we have
plotted in Figure 6. Based on the average of all the
computed geographical coordinates we would ‘predict’
the landing site of the 24 g segment then roughly a kilo-
meter to the south-east, but still well within the overall
expected dropping area.

Finally we want to compare the dynamic pressure.
As reported in Borovička et al. (2021), the dynamic

pressure on the meteoroid was 0.7 MPa and 2 MPa at
fragmentation heights of respectively 45 and 37 km,
which can be computed with p = 1

2ρatmv
2. We de-
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rive the same, due to the fact that at these heights the
main body still did almost not decelerate and thus the
only parameters defining the dynamic pressure are the
known initial velocity and air density at that height,
which both are well-known parameters.

6 Conclusions
Test of PyDAF with a real meteorite dropping fire-

ball has shown that the software tool is able to create
a reasonable estimate. The solution is not identical to
the results as published in Borovička et al. (2021), but
we also did not expect a perfect match as it is evident
that the calculator has its limitations. Some parame-
ters vary with velocity or altitude (e.g. heat transfer
coefficient (Borovicka, 2006)), for which the calcula-
tor does not account for, and as already mentioned a
realistic fragmentation model is not part of the tool,
which makes it impossible to model correctly the light
curve. Also, we did not use exactly the same input
data as used in Borovička et al. (2021). For example,
we have used sounding data opposite to Borovička who
used ECMWF/ALADIN data.

From the computation we did, we could conclude
that:

1. the meteoroid had a rather spherical shape, and
was very aerodynamic,

2. fragmentation occurred at a height ∼ 42 km for
the 24 g meteorite (slightly higher than computed
in Borovička et al. (2021)),

3. the likely initial mass was 10 000 kg, which gives
slightly better results than 22 000 kg, and

4. we apparently did not choose the best fireball for
verification: there was only negligible decelera-
tion, the fireball with extreme mass loss, only one
small fragment was recovered with also showed a
not so common low density.

Knowing that PyDAF has its limitations, we con-
clude that the tool nonetheless does a reasonable job in
modelling the phenomenon. We should not forget that
precisely modelling a meteorite’s flight is not a simple
task, and the precise modelling is a topic of nowadays
research. PyDAF is a nice tool for entering into the
field of meteoroid flights through the atmosphere, and
for studying how the set of parameters influence the
flight of a meteoroid, both natural and artificial fireballs
and meteors (see for examples the reference in footnote
a), with a great educational value (for example “does a
meteorite hit the ground at an angle or vertical?”).
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Minimizing biases of luminous efficiency determinations based on
FRIPON data

T. Ott 1, E. Drolshagen 1, D. Koschny 2,3, G. Drolshagen 1, J. Vaubaillon 4, F. Colas 4, and B.
Poppe 1

The French fireball network FRIPON (Fireball Recovery and InterPlanetary Observation Network) collected
3871 confirmed events between April 2016 and June 2020. Of those, a subset of data with physically realistic
results and good light curve quality was chosen. For these 281 meteors, the luminous efficiencies τ were
computed. Based on this subset, relations of τ and the pre-atmospheric meteoroid velocity, ve, and mass, Me,
were examined.
Aspects which could cause inaccuracies, influence the results, or render the method less valid were considered.
These include the assumed density based on stream associations, the possibility of an observational bias due to
missing parts of the trajectory, the final height, the deceleration, and flow regime. 54 well-recorded events could
be obtained from the discovered individual biases and constraints. These pre-debiased events have τ -values in
the range between 0.012 % and 1.1 % and relations of τ to ve and Me of: τ = 7.33 · v−1.10

e and τ = 0.28 ·M−0.33
e .

It appears that the derived luminous efficiency of meteoroids is dependent on the assumed material density.
By using the pre-debiased subset the results provide evidence that applying a debiasing method improves
the analysis of decelerated meteoroids with the underlying method being only valid for meteoroids in the
continuum-flow regime. In general, these events feature low end heights, large masses, and high deceleration.
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1 Introduction

The mass of a meteor’s pre-entry meteoroid is a sig-
nificant characteristic in meteor science. An accurate
measurement can be used to approximate the Near-
Earth environment and meteoroid fluxes. However, it
is still a challenge to obtain. This can be underlined by
the large range of luminous efficiency values published
in literature in the last years. A review of recent studies
show a variation between 0.02 - 40% for a mass range
of 10−6 − 1013 (Drolshagen et al., 2021a). There are
various methods attempting a well constrained deter-
mination. They are based on experimental and obser-
vational techniques and can be categorized by the kind
of data used for the calculations. E.g. the luminous
mass is primarily based on the light curve information
of a recorded meteor and the dynamic mass on veloc-
ity information. The photometric mass makes use of
the dimensionless parameter called luminous efficiency
τ . It quantifies how much of the kinetic energy E of the
entering object is converted into observable brightness
I. Ceplecha et al. (1998) define the relation as follows:

I = −τ ·
dE

dt
. (1)
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The meteoroid mass Me before it’s entry into the
atmosphere can be computed using Equation (2)

Me =
2
τ · v2e

∫

Is ds (2)

with the term
∫

Is ds giving the emitted light I in
Watts, integrated over the complete flight path s (Ver-
niani, 1965).

A pre-atmospheric mass computation method that
has gained a lot of popularity in the last years was intro-
duced in Gritsevich (2008). Instead of recorded bright-
ness values, it uses the time-dependent meteoroid’s al-
titude and its deceleration rate during its flight through
the atmosphere. This way the so called dynamic mass
can be determined without considering the luminous ef-
ficiency.
Results from this method have already lead to some me-
teorite sample recoveries. One prominent event is the
Annama meteorite (Gritsevich et al., 2014).

The dynamic mass method can be in turn used to
compute the luminous efficiency as shown in Gritsevich
& Koschny (2011). Taking into account the changes
in the meteoroid’s velocity and mass during its descent
while considering the geometrical relation of the me-
teor, they were able to solve the formulas for the me-
teoroid’s dynamical behavior. These calculations were
based on the equations for drag and mass loss. The re-
sults derived this way were then compared to the drag
rate and light curve observed for the considered meteor.
Afterwards, τ was computed based on this comparison
(Gritsevich & Koschny, 2011).
It should be noted that the method considers the en-
tire mass and does not take fragmentation into account.

With the dimensionless velocity v, τ was calculated
as stated in Equation (3). Using f(v) as defined in
Equation (4) and the exponential integral Ei(x) (Equa-
tion (5)).
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Thus introducing another dimensionless parameter
called the shape change coefficient µ.
In order to determine τ and µ a least-squares fit is ap-
plied to the recorded light curve.

I(v) =
τ ·Me · v

3
e · sin(γ) · f(v)
2 · h0

(3)

f(v) = v3 ·
(

Ei(β) − Ei(β · v2)
)

·

(

β · v2

1− µ
+ 1

)

· exp

(

β · (µ · v2 − 1)
1− µ

)

(4)

Ei(x) =
∫ x

−∞

ez

z
dz, (5)

Applying this method to FRIPON data will be the
base of this research.

2 Influences on computations

Several studies have previously investigated the lu-
minous efficiency. One interesting aspect showed a re-
lationship between the luminous efficiency and e.g. the
velocity of the meteoroid.
Few publications explore other parameters, but a study
by Drolshagen et al. (2021b) provides an overview of
multiple dependencies, for example, the meteoroid’s
pre-atmospheric mass Me, velocity, entry angle, and
composition.

In this study the τ − Me relationship will be ex-
plored, comparing it to recent studies done for example
by Subasinghe & Campbell-Brown (2018) and Čapek et
al. (2019).
The work of Subasinghe & Campbell-Brown (2018) is a
follow up paper to Subasinghe et al. (2017) and uses the
introduced numerical approach on 12 non-fragmenting
meteors recorded by the Canadian automated meteor
observatory (CAMO, see for example Weryk et al.
(2013)). The pre-atmospheric masses range from 10−6

kg to 10−4 kg. The determined luminous efficiencies
are in the range of 10−2 % – 102 (Drolshagen et al.,
2021a). From their results, they established a weak re-
lationship between τ and Me. However, the values are
spread over a large range and the small data set of only
12 events might limit the informative value (Subasinghe
& Campbell-Brown, 2018). A quite similar relation was
given by Čapek et al. (2019) from data of 53 faint, slow,
and low altitude meteors. The light curves of which
were recorded with double station video observations
and are most likely the product of small iron meteoroid
entries.

The light curve data of the observations is often
one of the most inaccurately recorded characteristics
as the brightness determination and calibration poses
a challenge especially to wide field observations. The
FRIPON observations also suffer from thereby intro-
duced uncertainties. We address this problem by com-
bining data of multiple camera recordings and excluding

Figure 1 – Luminous efficiencies of 281 FRIPON events
shown over the corresponding meteoroid’s mass. Blue dots:
τ values; green line: by relative error of the value weighted
least-square fit (WLS); blue dashed line: Čapek et al. (2019)
results; orange dashed-dotted line: Subasinghe & Campbell-
Brown (2018) results.

individual values. Excluded values lie further than 0.5
mag from the median. If only two values with a devia-
tion larger than 0.5 mag are encountered, only one value
remains. If the light curve does not have enough data
points left, the event is eliminated from the dataset.

By applying various other requirements on the event
characteristics, we constrain the set further. The details
can be found in Drolshagen et al. (2021a). The pre-
sented analysis is based on 281 FRIPON events with
reasonably good data as well as event parameters.

However, considering determined τ values that range
from 10−4 % to 100 %, these requirements seem to be
insufficient. Even though 70% lie between 0.1 % and 10
%. As previously stated, investigating the dependencies
these calculations are based on, it could be shown that
smaller meteoroids radiate more efficiently than larger
ones. This was as expected and recent publications also
reported a relation between τ and the pre-atmospheric
meteoroid’s mass. They quantified this as Čapek et al.
(2019): τ = 0.010 ·M−0.38

e , Subasinghe & Campbell-
Brown (2018): τ = 0.0016 ·M−0.36

e . Comparable analy-
sis of the 281 FRIPON event dataset finds a dependency
of τ = 0.48 ·M−0.47

e . See Figure 1 for a visual repre-
sentation. The slope is very similar, however there is
a shift towards larger luminous efficiencies. This shift,
especially considering some unphysically high τ values
close to 100%, seem to point to biases still present in
the dataset.

In order to explore the underlying causes, possible
biases and influences and their affect on the deviation
of the luminous efficiency are studied. These were in-
troduced in Drolshagen et al. (2021b) and consist of:
Incompleteness of data, deceleration, final heights of ob-
jects, assumed meteoroid densities and flow regimes in
the atmosphere.

2.1 Density assumptions

Drolshagen et al. (2021a) found a rather high im-
pact on the τ computation of the assumed bulk den-
sity of meteoroids. The density is used to calculate the
pre-atmospheric masses. Therefore, to qualify the den-
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Figure 2 – Luminous efficiencies of FRIPON events over
the corresponding meteoroids’ masses calculated with mete-
oroid densities based on shower associations. Blue dots: τ
values; green dash-dotted line: by relative error of the value
weighted least-square fit (WLS); blue dashed line: Čapek et
al. (2019) results; orange dashed-dotted line: Subasinghe &
Campbell-Brown (2018) results.

sity’s effects the luminous efficiency computation was
repeated with varying bulk density estimates. The den-
sity can be refined if additional information on the me-
teoroid are known. In this study possible stream as-
sociations and parent body density estimates are used.
Of the 281 FRIPON events, 99 were associated with a
shower.

As shown in Figure 2, the fit for the dataset with
shower associations used for the pre-atmospheric masses
is changed to τ = 0.733 ·M−0.43

e .
Varying the standard density assumptions of all mete-
oroids without taking shower associations into account
reveals that a decreasing bulk density assumptions show
a decrease in τ and an increase in Me.

2.2 Incompleteness of recordings
Moreover, this work studies a possible observational

bias due to incompletely recorded meteor trajectories
and thus inchoate lightcurves. One example is shown
in Figure 3 where between 50 % and 100 % of the
lightcurve remain for the τ computations. The obtained

Figure 4 – Luminous efficiencies of the FRIPON event
20180818T22472 calculated for incomplete lightcurve data.
The results remain relatively stable even for quite inchoate
observations.

luminous efficiency values were compared to those of
the complete lightcurve (see Figure 4). This test was
iterated for a set of recordings with examplary parame-
ters. Systematically, the results show a relatively stable
luminous efficiency calculation regardless of complete-
ness. Therefore, the number of datapoints used for the
computations were not investigated further.

2.3 Flow regimes
One significant factor is the applied method itself.

The method presented by Gritsevich (2008) might only
be valid for certain types of fireballs recorded. For the
applicability of the model it is assumed that ablation of
the entering meteoroid is the main interaction process
with the atmosphere. (Please note that fragmentation
was not taken into consideration and might influence
the results.)

One parameter to quantify the atmospheric condi-
tions encountered by the meteoroid as well as its in-
teractions is the Knudsen number. The atmosphere is
made up of layers defined by temperature and density.
They change by height and can be sectioned based on
the mean free path length of its molecules which is con-

Figure 3 – Lightcurve of the FRIPON event 20180818T22472. The luminous efficiency computations were carried out on
varying parts of the lightcurve remaining, as indicated by the percentage given in the legend. The percentage is given for
the end part.
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Figure 5 – Luminous efficiencies of FRIPON events which
were first observed in regions of the atmosphere and at
speeds at which they encounter continuous flow.

nected to the number of collisions encountered by an
entering object. The model is valid for continuum me-
chanics which are encountered in the continuous flow
regime (Drolshagen et al., 2021b).
This study investigates the final height of recorded ob-
jects in more detail to determine this influence. 93 of
the events in our dataset were initially recorded in the
continuum-flow regime. The influence on the τ compu-
tations can be seen in Figure 5.

2.4 Final height
Meteoroids that penetrate deep into the atmosphere

have usually undergone larger deceleration than objects
with high final heights (see Drolshagen et al. (2021b)).
The deceleration has a significant effect on the method
used. A more extensive analysis and explanation is
given in Section 2.5. It is expected that objects with
lower end height tend to have better quality data since
they are easier to record. Also, they tend to have larger
pre-atmospheric masses. Additionally, the lack of de-
celeration in the data might point towards instrumen-
tation limitations manifested as positional imprecision.
Taking these factors into account, the influence of the
final height on the τ computations is investigated. Two
datasets are created based on the last height observed
by the system. The first is a subset of events with end
heights hfinal lower than 70 km and the second further
constrains the dataset to only those with hfinal lower
55 km. The second dataset is a subset of the first.

Figure 6 shows both datasets with the first marked
by blue dots and the second by green crosses. It is evi-
dent that objects with low pre-atmospheric masses are
no longer present in both datasets. Also, the unphys-
ically high τ values are missing since they were con-
nected to the particularly small meteoroids.

2.5 Deceleration
The applied method, presented by Gritsevich (2008),

is based on trajectory data of the entering meteoroids.
In particular, the height and velocity information used
to calculate the deceleration of the objects. Meteoroids
that show a strong deceleration should be particularly
well suited for the method. In consequence, the ob-
tained results are expected to be of good quality for ob-

Figure 6 – Luminous efficiencies of the FRIPON events with
end heights lower than 55 km (blue dots) and end heights
lower 77 km (green crosses).

jects with a high deceleration. Thus, it is expected that
the objects’ deceleration should have quite a significant
effect on the computations and will be investigated in
more detail.

From the first and last recording of the meteor, the
difference in velocity is computed. Put into relation
to the maximum velocity at entry, a relative velocity
(ve − vfinal)/ve) is calculated. A visual representation
can be found in Figure 7. The luminous efficiencies
are plotted against the object’s relative velocity change
with the corresponding meteoroids’ final heights hfinal
color-coded.

Objects with relatively low measured relative veloc-
ity change seem to dissipate quickly. They have large
final end heights, not penetrating deep into the atmo-
sphere. Objects with lower end heights are associated
with a larger relative velocity change. It seems that the
luminous efficiency is spread over all represented orders
of magnitude for the entire range of relative velocity
changes. But, on closer inspection it is evident that the
largest and smallest values of τ only occur for objects
that do not penetrate deep into the atmosphere and
display a rather small relative velocity change. The ap-
parent hole in the distribution of data points in Figure 7
can be attributed to the bimodal velocity distribution
already shown in Drolshagen et al. (2021a). This is

Figure 7 – Luminous efficiencies as derived in this work
plotted over the object’s relative velocity change for the
analyzed objects with the corresponding meteoroids’ final
heights hfinal color-coded.
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Figure 8 – Luminous efficiencies as derived in this work
showing only events with a high deceleration based on the
relative velocity change (ve − vfinal)/ve < 0.8.

the result of the high proportion of shower meteors and
their characteristic velocities and final heights.

In order to debiase the datase in this regard, a sub-
set was created consisting of events with high recorded
deceleration according to the relative velocity change
(ve − vfinal)/ve. Only objects with relative velocity
change lower 0.8 are considered. To further explore
the effects of the deceleration on the luminous efficiency
computations, τ was plotted over the pre-atmospheric
massMe and a least-square fit was used to quantify the
relation between τ and Me. This is shown in Figure 8.
124 events satisfy the criterion (ve− vfinal)/ve > 80 %.
The WLS fit produced:

τ = 2.041 ·M−0.35
e . (6)

The slope of the fit is consistent with the ones found
by Čapek et al. (2019) and by Subasinghe & Campbell-
Brown (2018). However, the results seem to be shifted
towards larger luminous efficiencies compared to the
ones found by these two studies.

Deceleration seems to be a strong indication of prom-
ising events for the computations. Greatly decelerated
objects can be easier recorded by FRIPON. Addition-
ally, these are usually larger objects that penetrate deep
into the atmosphere, as can be clearly seen in Figure 7 in
association to the longer observation durations. Thus,
our method is especially applicable to these objects.

3 Final dataset

The influences on the data computation show that
some biases are more pronounced than others. It was
found that especially the encountered flow regime, the
deceleration of the object and the end height have the
large effect on the obtained results. In order to minimize
these influences, a new dataset is created taking only
events into account that lie within certain thresholds of
these parameters that are considered to be favorable for
good quality measurements.
54 events fall into the category of a final height of less
than 70 km, a relative deceleration larger than 0.8 while
still being in the continuous flow regime.

Figure 9 shows the luminous efficiency of these
events plotted against the entry mass. The obtained

Figure 9 – Luminous efficiencies as derived in this work. the
presented data is a subset of 54 FRIPON events that have
been chosen based on their final height, deceleration and
atmospheric environment. The events are expected to be
less affected by biases and thus of the highest quality in the
entire dataset.

weighted least-squares fit is τ = 0.282 ·M−0.33
e . This

is a similar slope to the one found by Subasinghe &
Campbell-Brown (2018) and Čapek et al. (2019).
Evidently, there are no unphysically high τ values re-
maining. This final dataset can be considered as almost
free of biases. This pre-debiased dataset can be used to
infer further correlation of various meteor parameters.

4 Conclusion

This study presented a comprehensive analysis of
various influences on the calculation of the dynamic
mass. The used method is based on the one presented
by Gritsevich (2008). The results and interpretations
made it possible to select a pre-debiased subset of events
with good quality data. The derived luminous efficiency
values for those can be expected to be of good quality.
The subset is made up of only meteors that occur in
the continuum-flow regime and tend to have low end
heights, large masses, and a large deceleration during
the observed trajectory.
Fur future studies it is suggested to further explore the
pre-debiased dataset for correlations and physical links
of various parameters and meteor characteristics. Also,
observational dependencies might be inferred.

For further details the reader is referred to Drolsha-
gen et al. (2021b).

(Note: For colored figures see the online version of the paper.)
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Observations (from 2016 to 2020) of the Geminids from different
regions of Russia by an amateur astronomer

Filipp Romanov 1

I present the results of my observations (visual and photographic) of the Geminid meteor shower in 2016,
2018, 2019 and 2020. I observed meteors from different regions (Moscow and Primorsky Krai) of Russia, under
different observation conditions: light pollution, Moon phases and weather. I used a DSLR camera with a lens
to photograph meteor tracks. I compare the results of my visual observations in different years and determine
the coordinates of the meteors from the photographs to graphically demonstrate the radiant.
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1 Introduction

The Geminids are a prolific annual meteor shower
and are favorable for observations in the Northern Hemi-
sphere of the Earth. It is known that asteroid (3200)
Phaethon is the parent body of this meteor shower. Fig-
ure 1 shows the image of this asteroid taken (by my
request) remotely using 0.355-m f/6.2 Schmidt-
Cassegrain telescope of Abbey Ridge Observatory,
Canada (Lane, 2018). The results of my astrometric
measurements (for dates 2021 September 14 and 15:
near aphelion) were published in the Minor Planet Elec-
tronic Circular MPEC 2021-S21 (Minor Planet Center,
2021).

I have observed meteor showers and submitted my
observations to the VMDB: Visual Meteor Database
(Roggemans, 1988) of the International Meteor Organi-
zation since 2013. I have used my camera Canon EOS
60D with 18–135 mm f/3.5–5.6 lens for photographing
meteors during visual observations all these years (be-
fore when the display and camera lens were damaged in
2021).

I chose the Geminids to describe in this paper from
all the meteor showers that I have observed, because
I have observed a sufficient number (several hundred)
meteors of this shower, from different regions of Rus-
sia under different sky conditions (but always in cold
weather: at temperatures ranging from −10 to −20◦C).

I tried to observe the Geminids for the first time
from the science city of Korolyov (in Moscow Oblast)
near maximum activity in December 2013 and 2014, but
in this region, it is usually cloudy this month, therefore,
I had to observe through gaps in the clouds for a short
time, and on both occasions the observation time was
no more than 10 minutes, and I saw only 2–3 meteors.
In 2015 and 2017, there were no gaps in the clouds,
and I could not observe the Geminids, so my only use-
ful observation over those years was the observation in
December 2016 from Moscow.

1Amateur astronomer, Russia. ORCID: 0000-0002-5268-7735
Email: filipp.romanov.27.04.1997@gmail.com

IMO bibcode WGN-496-romanov-geminids
NASA-ADS bibcode 2021JIMO...49..158R

Figure 1 – Stacked image of Phaethon from 10 photos (60 s
exposure time, unfiltered) taken on 2021 September 15, from
05h07m to 05h59m UTC. North is up, field of view is 2 ar-
cminutes.

2 My results of observations of
Geminids for different years

2.1 Observations in 2016 from Moscow
In 2016, on the night of December 13/14, when I

still lived in the room in the communal apartment in
Moscow (geographic coordinates: 55◦38′21.7′′ N,
37◦40′23.3′′ E), I observed Geminids well for the first
time. I monitored the weather, and after the sky cleared
almost completely (which is very rare for December
weather in Moscow), I went out to the loggia for ob-
servation, dressed warmly. The transparency of the at-
mosphere was poor (and made worse by the light of the
full Moon and light pollution), I estimated the limiting
magnitude (LM) at +3.05.

I observed and photographed from 21h50m to
22h50m UTC (from 00h50m to 01h50m by local time).
During the observation, I saw 9 Geminid meteors: I es-
timated their brightness and recorded the direction and
time of appearances (which I always do when observing
meteors). My visual report was published in the VMDB
under the number (ID) 74051.

Photographs were taken automatically in succession
at focal length 18 mm, exposures of 11 and 12 seconds,
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Table 1 – Data about meteors in 2016.

No Time Beginning End
(UTC) α (◦) δ (◦) α (◦) δ (◦)

1 21:53 91.81 1.51 89.69 −2.12
2 22:02 113.42 −18.61 113.45 −22.91
3 22:05 104.24 −10.06 103.47 −13.77
4 22:34 103.75 −22.94 103.05 −26.93
5 22:37 114.79 7.83 114.79 −3.75
6 22:47 90.72 −5.69 87.47 −11.54

Figure 2 – Tracks of meteors in the sky chart according
coordinates from photographs taken on the night of 2016
December 13/14.

ISO-250, f/3.5. Due to the blur of the stars in the pho-
tos during the exposure time, it is impossible to deter-
mine the positions of meteors precisely. Some meteors
appeared in the interval between the opening and clos-
ing of the shutter (about 2 seconds of time), so they
were not photographed. There are six meteors in the
photos (of which I saw five visually).

I determined coordinates of the beginning and end of
each of them (presented in Table 1), and put them in the
form of markers on the gnomonic projection of sky map
(in Figure 2) in Stellarium software. Then I drew lines
through the points, and they approximately converge in
the area of several degrees around the position: RA =
112.5◦, Dec = +33.2◦ — near the Geminids radiant.

2.2 Observations in 2018 from
Primorsky Krai

In 2018, I observed the Geminids from my small
homeland: in Yuzhno-Morskoy (part of the city
Nakhodka), Primorsky Krai (in the Far East).
Geographic coordinates of the observation point:
42◦51′30.3′′ N, 132◦41′17.6′′ E. On the night of Decem-
ber 13/14 there was a haze in the sky and LM = 3 . . . 4.
Between 15h30m and 18h00m UT, I saw 12 Geminid
meteors. My report ID = 78117 in the VMDB.

I observed it for a second time that year on the night
of December 14/15. I saw 172 meteors of the Geminids
(and 2 sporadic meteors) between 14h30m and 19h16m

(with a few short breaks) UTC. It was a very beau-
tiful and impressive show in the dark sky (LM = 4.5
. . . 5.5). I often saw meteors and, in addition, comet
46P/Wirtanen (near the perihelion) was clearly visible
(in the form of a nebulous star) with the naked eye.

My reports were published in the VMDB under the
numbers: 78118, 78119, 78128, 78129, 78130, 78135,
78136, 78137. On those dates I also did free live streams
of the Geminids on the Internet for viewers at my
YouTube channel (the method was as follows: pho-
tographs taken with my DSLR camera were immedi-
ately shown on the computer and this image was shown
live).

I made the composite photo from 14 photographs
taken between 14h06m and 16h42m UTC using my
DSLR camera (for each frame: exposure time 30 sec-
onds, focal length 18 mm, ISO-1250, f/3.5). This was
my first composite image of the Geminids (shown in
Figure 3), the comet is also visible there. In total, sev-
eral dozen meteors were recorded in the photographs
taken on the night of 2018 December 14/15.

Based on visual observation data from several ob-
servers (including my observations) on the page “Gem-
inids 2018 ZHR Graph – Peak” of the IMO website, a
point with ZHR = 138.5 (error range: 128.84–148.24)
has been determined for 2018 December 14,
16h01m UTC.

2.3 Observations in 2019 from
Primorsky Krai

In 2019, the Geminids reached maximum just after
full Moon. I observed (and made the live stream) this
on the night of December 14/15 (also from Yuzhno-
Morskoy).

Despite the bright moonlight, during the night (be-
tween 14h20m and 21h30m UTC with a few short breaks)
I was able to see 64 meteors of the Geminids and 2 spo-
radic meteors; atmosphere transparency was good (LM
= 4 . . . 4.95).

I have found that the light of the Moon greatly re-
duces the number of visible meteors. IDs of my reports:
79739, 79750, 79767, 79768, 79769, 79770.

Figure 4 shows my composite image of meteors from
18 photographs (for each frame: exposure time 20 s, fo-
cal length 19 mm, ISO-800, f/3.5) taken from
14h13m UT to 16h28m UT.
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Figure 3 – Composite image of the Geminids in 2018.

Figure 4 – Composite image of the Geminids in 2019.

2.4 Observations in 2020 from
Primorsky Krai

I observed (and did live stream) this meteor shower
on the night of 2020 December 13/14, from Yuzhno-
Morskoy. I saw 178 Geminid meteors (and one meteor
from the Puppid-Velid meteor shower, and 16 sporadic
meteors) between 15h13m and 21h25m (with a few short
breaks) UTC. LM was 5.5 most of the time, but by
morning it had become 4.5 . . . 5.3.

I used a voice recorder to record information about
the meteors I saw, including the magnitude and shower
membership, and later I listened back to it and wrote
down the data. IDs of my reports: 81864, 81924, 81926,
81927, 81928, 81929, 81940, 81941, 81942, 81943.

Figure 5 shows my composite image from 25 pho-
tographs (for each frame: exposure time 30 s, 19 mm,
ISO-3200, f/3.5) taken from 14h29m UT to 18h05m UT.

Table 2 – Data about meteors in 2020.

No Time Beginning End
(UTC) α (◦) δ (◦) α (◦) δ (◦)

1 14:16 57.80 16.13 55.10 14.53
2 14:29 73.04 −3.59 68.06 −8.94
3 15:15 85.55 −6.88 84.55 −8.43
4 16:02 66.44 15.84 62.28 13.52
5 16:03 86.93 11.80 83.90 8.80
6 16:07 90.26 21.71 86.35 19.38
7 16:12 83.45 5.19 82.03 3.57
8 16:15 96.91 9.48 94.35 5.35
9 16:17 111.80 2.44 111.48 −3.38
10 16:26 110.30 10.11 109.70 5.86
11 16:28 91.43 26.33 88.99 25.40
12 16:43 115.45 −7.35 115.83 −16.59
13 16:43 102.47 21.81 100.97 20.10
14 16:45 72.53 5.75 68.00 2.06
15 16:52 97.01 12.94 94.84 9.89
16 16:52 95.46 6.37 92.91 2.10
17 16:54 107.50 16.75 106.48 14.11
18 16:57 117.36 12.79 117.80 9.87
19 17:02 88.02 −9.15 85.95 −12.61
20 17:20 119.23 17.00 120.31 13.04
21 17:20 132.11 10.93 134.69 7.65
22 17:26 125.13 12.71 126.56 9.63
23 17:27 123.77 −7.31 124.59 −11.51
24 17:31 128.78 16.02 130.57 13.81
25 17:35 104.79 17.82 103.63 15.62
26 17:37 125.17 10.04 127.06 5.49
27 17:38 113.64 −6.10 113.65 −9.00
28 17:43 103.10 7.17 101.72 3.51
29 17:58 90.54 −4.80 88.11 −8.97
30 18:04 112.21 23.07 111.50 19.68
31 18:05 115.96 26.41 116.12 25.58
32 18:05 88.33 6.87 83.93 1.97
33 18:08 133.48 21.81 136.61 19.55
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Figure 5 – Composite image of the Geminids in 2020.

Figure 6 – Tracks of 2020 meteors in the sky chart

I determined the coordinates (these data are pre-
sented in Table 2) of the beginning and of the end
of each of 33 meteors (that were in my photos from
14h16m to 18h08m UT) and marked them in the sky
map (gnomonic projection) in the Stellarium software.
Taking into account the distortion at the edges of the
lens, after continuation of the lines, they converge near
the point RA = 113.5◦, Dec = +32.5◦ (in the Figure 6):
this almost coincides with the radiant of the Geminids.
A total of about 50 meteors were captured in my pho-
tographs that night.

3 Conclusions

On 2017 January 23, I lost opportunity to live safely
and unhindered in a room (and I lost access to my tele-
scopes) in the communal apartment in Moscow, and I
had to leave Moscow, but I continued to observe meteor
showers from different regions of Russia, in which I was
for some time during these years.

As a result of my visual observations of the Gem-
inids over several years under different weather condi-
tions and in different regions of Russia, I have concluded
that in order to detect a large number of meteors of
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this shower, it is necessary to be in an area where the
weather is often clear in December, and it is necessary
to have the conditions: the absence of light pollution
and the Moon below the horizon, and that the best
time to observe is near the predicted maximum activity
of this spectacular meteor shower. In my experience,
due to the cold December nights during observations, it
is necessary to wear warm clothes in order to prevent
hypothermia of the body.

In the graphic way, I have shown that using even
simple photographic equipment, it is possible to deter-
mine the approximate radiant of a meteor shower from
the results of photography. To do this, one needs to
determine the coordinates of the trails of meteors and
plot them on the sky map in order to continue the lines.
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Status of the IAU Meteor Data Center
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Since 2007, the Meteor Data Center (MDC) has had two components: the ”Orbital database” (OD) and the
”Shower database” (SD). The orbital part is in charge of the efficient collection, checking, and dissemination of
geocentric parameters and orbits of individual orbits. It also acts as a central depository for meteoroid orbits
obtained by different techniques: photographic, television, video, CCD and radar.
The shower database collects the geocentric and orbital parameters of the meteor showers and meteoroid
streams. It is not an archive of all information related to meteor showers, its primary task is to give unique
names and codes to new meteor showers (streams). The SD acts in conjunction with the Working Group on
Meteor Shower Nomenclature of International Astronomical Union (IAU) Commission F1, “Meteors, Meteorites,
and Interplanetary Dust”.
In our paper, we give a concise description of the IAU MDC database, its origin, structure and, in particular,
the current requirements for the introduction of new orbital and shower data.
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1 Introduction

The Meteor Data Centre (MDC)a was established
at the General Assembly of the IAU held in 1982, in
Patras, and at that time compiled only orbital data.
In 2006, in Prague, Commission 22 of the IAU estab-
lished a Task Group for Meteor Shower Nomenclature,
(see Spurný et al., 2007). b In the following year, the
meteor shower database was created as part of the IAU
MDC, and two years later, in 2009, in Rio de Janeiro,
for the first time in the history of meteor astronomy, 64
meteor showers were officially named by the GA IAU,
(see Bowell et al., 2010; Watanabe et al., 2010; Jopek
& Jenniskens, 2011). The official names of the subse-
quent 48 showers were approved at the GA IAU held in
Beĳing and Honolulu (see Jopek & Kaňuchová, 2014;
Jopek & Kaňuchová, 2017).

Over the years, the structure of the MDC database
and the rules of its management have changed, see Lind-
blad, 1987; Lindblad & Steel, 1994; Lindblad et al.,
2003; Porubčan et al., 2011; Neslušan et al., 2014; Jen-
niskens et al., 2020.

In this work, the words meteoroid stream and me-
teor shower can be understood as synonyms. Their cur-
rent definition adopted by the IAU is available in the
work of Koschny & Borovička (2017).

1RHEA group/ESA ESTEC, The Netherlands
2Astronomical Institute of the Slovak Academy of Sciences,
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Table 1 – IAU MDC orbital data status October 2021.

Catalogue/Source Number of orbits
Photographic/various data 4 873
Video/CAMS 110 521
Video/SonotaCo 353 231
Radar/Hissar 8 916

In the current OD, each new sample of the orbits
submitted is saved separately (though in a consistent
form) and can also be downloaded separately. This rule
has already been applied to all of the video orbits in
the database. The orbital database consists of more
than 450 000 orbits, see Table 1. The magnitude distri-
butions of the meteors caused by the meteoroids with
known orbital data are shown in Figure 1, separately
for the meteors detected by photographic (a) and video
(b) techniques (photographic meteors and video mete-
ors, hereafter). In Figure 2, there are, furthermore, the
orbital elements of the meteoroids observed by video
technique. Only the Cameras for Allsky Meteor Surveil-
lance (CAMS; Jenniskens et al., 2011; Jenniskens et al.,
2016a; Jenniskens et al., 2016b; Jenniskens & Nénon,
2016) video meteors were included in the database at
the time of plotting the graphs.

Table 2 – IAU MDC shower lists in October 2021.

Type of list Number of showers
List of All Showers 917
List of Established Showers 112
Working List 781
List of Shower Groups 24
List of Removed Showers 44

Currently, the SD component contains over 900 me-
teor showers; their names are grouped in the form of five
lists, see Table 2. The first list consists of the names of
all unique showers actually registered in the database.
450 of them are represented by more than one set of pa-
rameters (so called solutions). The names of the show-
ers already approved by the IAU are also listed sepa-
rately in the List of Established Showers. The Working
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List constitutes showers that have yet to be confirmed
(by other authors or other data). The List of Meteor
Shower Groups consists of groups/complexes that have
been suggested in a scientific publication. In Figure
3 we plotted the radiants of the meteor showers from
the Working and Established lists on the whole celestial
sphere. As one can see, in the northern sphere of the
ecliptic system, we have slightly more meteor radiants.

Removed showers remain in the MDC in a sepa-
rate list. The list contains the names of showers that
were previously on the Working List and were excluded
from it for various, very individual reasons. The prob-
lem of removing unnecessary data from the Working
List was discussed during the Meteoroids 2019 confer-
ence (Jenniskens et al., 2020). The Working List may
include duplicates and data of very low statistical sig-
nificance; for example, a shower (stream) identified by
means of two orbits only. It was decided that any
shower (stream) would be removed from the Working
List if a work recommending such a decision was pub-
lished. After a recommendation for removal, the MDC
will move the shower to the List of Removed Showers
and add a note giving the reason for the removal on the
MDC Web site. Any removed shower can eventually
return to the Working List after such a recommenda-
tion has been published. However, it should be noted
that an incomplete record (e.g. no orbital data) is not
a reason for removal, as long as the proposed shower is
uniquely identified by the geocentric parameters.

2 How to submit new data

The current requirements for submission and the
points of contact are on the website, listed separately
for orbital and shower data.

2.1 New orbits of meteoroids
A new set of orbital data sent to the MDC has to be

accompanied by a paper or papers, which should have
been published in a peer reviewed journal before sub-
mission to the MDC. The paper(s) should provide a de-
scription of the observational facility used to detect the
meteors and a description of the method of processing
the observations, as well as the way of calculating the
parameters presented. References to this paper(s) must
be sent to the IAU MDC together with the data (it is
assumed that the papers will be cited by users). If the
authors send another set of data gained using the same
observational equipment and the same method of data
processing, the accompanying paper is not required.

For each meteor, the complete set of compulsory pa-
rameters must be given. The compulsory parameters
are:

1. date of the meteor detection (in the form: year,
month, day and fraction of day, giving the time of
meteor detection in UT),

2. right ascension and declination of the geocentric
radiant (in degrees),

3. geocentric and heliocentric velocities (in km s−1),

4. perihelion distance of meteor orbit (in AU),

5. its numerical eccentricity,

6. argument of perihelion (in degrees),

7. longitude of ascending node (in degrees), and

8. inclination (in degrees).

The angular parameters should be referred to the
actual equinox of J2000.0. Ideally, at least some of these
parameters should be given with their error limits.

Besides the compulsory parameters, the authors of
new data on the meteors can also supply some of 22
additional parameters for every meteor. The list of 21 of
those parameters currently accepted by the IAU MDC
was published in a paper by Narziev et al. (2020), Table
1. The 22nd parameter, duration of meteor, was added
recently, in the process of incorporating the SonotaCo
data (SonotaCo, 2009; SonotaCo, 2016; SonotaCo et al.,
2021).

Before the proper sending of new orbital data, the
authors are requested to communicate the way of send-
ing and format of the data with the MDC-OD teamc.

2.2 Delivery of meteor showers
Observers may send data for both unknown and

well-known meteoroid streams to the SD. Data provided
of a stream which already exist in the MDC will be
used to confirm its real existence. Modern methods of
identifying meteoroid streams do not guarantee that the
results obtained were not obtained by chance.

The shower database is not an archive of all me-
teoroid information. It only stores those parameters
that are necessary to determine whether we are dealing
with a new stream or with a well-known stream. Hence
the geocentric longitude of the Sun, the radiant coor-
dinates, and geocentric velocity are required, as well as
the heliocentric elements of the orbit. However, only the
geocentric parameters are obligatory, while the orbital
elements are very much appreciated. The basic planes
of the reference system used in the MDC are the mean
equator and the mean ecliptic of the epoch J2000. The
moment of time of the shower activity is represented by
the ecliptic longitude of the Sun. In brief, the data sent
to the MDC may include:

1. Activity – the year of observed shower activity. If
observed regularly - the word annual should be
given.

2. S. Lon – the mean solar ecliptic longitude at the
moment of observation of the members of the
shower. (degrees, epoch J2000).

3. RA – mean geocentric right ascension of the
shower radiant (degrees, epoch J2000).

4. DE – mean geocentric declination of the shower
radiant (degrees, epoch J2000).

5. dRA – radiant drift in right ascension (not oblig-
atory, degrees RA per degree of solar longitude,
epoch J2000).

cmdc orbits@ta3.sk
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Figure 1 – The magnitude distribution of all photographic (panel a) and CAMS video (b) meteors. Eleven video meteors
brighter than −6m are out of the shown range.
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Figure 2 – The distributions of perihelion distance (panel a), reciprocal semi-major axis (b), eccentricity (c), argument of
perihelion (d), longitude of ascending node (e), and inclination (f) of the video meteors in the CAMS MDC database.
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Figure 3 – Ecliptical coordinates of the mean radiants of the meteor showers in Aitoff-Hammer’s projection. 781 radiants
from the MDC working list are marked with red squares. 112 shower radiants from the Established list are marked with
blue triangles.

6. dDE – radiant drift in declination (not obligatory,
degrees DE per degree of solar longitude, epoch
J2000).

7. VG – mean geocentric speed (km s−1).

8. a – mean semi-major axis (AU).

9. q – mean perihelion distance (AU).

10. e – mean eccentricity.

11. Peri – mean argument of perihelion (degrees,
epoch J2000).

12. Node – mean longitude of ascending node (de-
grees, epoch J2000).

13. Incl – mean inclination of the orbital plane (de-
grees, epoch J2000).

14. N – number of meteors used to determine the
mean radiant and orbit.

15. OT – code of the technique used for the meteor
shower observation: P – photo, R – radar, T –
TV, video, C – CCD, V – visual.

16. Information where the submitted meteor data will
be published.

17. Also, the author may propose unique name of the
submitted shower, as well as its unique 3-letter
code.

All meteoroid data should be sent to the MDC as an
ASCII file, according to the template available on the
MDC website. Next, the MDC verifies the correctness
of the proposed stream name and 3 letter code. If nec-
essary, the MDC determines the correct name and code.
From this moment, within 6 months, using the obtained
shower name and code, the author should publish a pa-
per describing his/her submission. Publications in any

peer-reviewed scientific journal are accepted, but also
in amateur journals such as WGN or MeteorNews.

As the mean values of the meteoroid parameters,
most authors give the arithmetic means of the corre-
sponding parameters of the stream members. Other
authors provide median values of the individual param-
eters. However, both such approaches do not guaran-
tee consistency between the given parameters, e.g. the
mean value of the semi-major axis is usually not equal
to the semi-axis calculated using arithmetic means or
medians of eccentricity and perihelion distance. This
means that the mean values of the orbital elements re-
ported in the MDC do not represent the orbit of a me-
teoroid stream in terms of celestial mechanics.

On the MDC website, there are templates of two
files: the shower mean data d and the Look-up table e,
which the user must complete and submit to the MDC.
The first file contains mean parameters describing the
submitted shower and which are included in the ker-
nel of the shower database. The second file, the so-
called ’Look-up table’, contains the data of individual
meteoroids, the members of a given stream. These are
members of the stream, the data of which were used
to determine the average values of the stream parame-
ters. The content of the Look-up table was established
at the Meteoroids 2019 conference, (see Jenniskens et
al., 2020) during the business meeting of the Work-
ing Group on Meteor Shower Nomenclature (IAU Com-
mission F1: Meteors, Meteorites, and Interplanetary
Dust).

dhttps://www.ta3.sk/IAUC22DB/MDC2007/Etc/

streamMDC-Template.txt
ehttps://www.ta3.sk/IAUC22DB/MDC2007/Etc/

streamLT-Template.csv



WGN, the Journal of the IMO 49:6 (2021) 167

Each Look-up table must contain the following infor-
mation for each meteor on which the new identification
is based:

1. CurNum – current number of the meteor in the
Look-up table.

2. SolLon – ecliptic longitude of Sun at the meteor
instant (degrees, J2000).

3. SCELoG – Sun centered ecliptic longitude of the
geocentric radiant (degrees).

4. ELaG – ecliptic latitude of the geocentric radiant
(degrees, J2000).

5. VG – geocentric velocity [km s−1].

6. IAUNo – IAU numerical code of the shower.

7. IAUCod – IAU 3 letter code of the shower, (not
obligatory).

8. CatCod – code of the source catalogue of the me-
teor, (not obligatory).

9. MetCod – meteor code given in the source cata-
logue, (not obligatory).

More details on the required data format of the Look-
up table records are given in the template on the MDC
website.

The Look-up tables provided to the MDC will al-
low a more complete insight into the meteoroid streams
submitted to the database. They contain information
about shower duration, as well as radiant and speed dis-
persion. The MDC user, by comparing the contents of
the tables, will therefore be able to assess whether an
identified ’new’ stream is already in the MDC.

3 Conclusions
As a result of the changes in the mode of operation

of the MDC shower base, more than 40 streams were
moved to the List of Removed Showers or added as an-
other solution of a previously known stream. These
were mostly duplicates. We are convinced that the in-
troduced changes, a critical assessment of the database
content and the way it functions, have led to an im-
provement in the quality of data contained in the SD,
and make the lists more valuable for users.

It will be recalled that before publishing, each new
meteoroid stream must receive a unique name, the IAU
numeric and 3-letter code from the MDC. Moreover,
each new entry to the MDC must be published in a
scientific journal or meteor amateur journal like WGN
(the Journal of the IMO) or MeteorNews. In order to
avoid permanent deletion from the MDC, the published
manuscript describing the study must be sent to the
MDC within half a year of requesting the shower names
and codes. Each new submission to the MDC should
be accompanied by the corresponding ”Lookup table”
that gives the shower members’ parameters.

Concerning the OD component of the MDC data-
base, its video part will be upgraded in a near future;
specifically, version 2 of the CAMS data will be replaced
by version 3. Altogether, the new version of the CAMS
data contains 471 577 video meteors.

The MDC database is not perfect. It still contains
incorrect data: mistakes and errors, inconsistent val-
ues of the parameters, missing information about the
data source etc. Furthermore, the functionality of the
database could be improved. Hence, we appreciate ev-
ery critical remark related to the content and the oper-
ation of the MDC.
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Meteor showers: from D-criteria to a chaos map

A. Courtot 1,2, J. Vaubaillon 1, M. Fouchard 1

Nowadays meteor showers are often established using orbit dissimilarity criteria. However, they are not as
reliable as first hoped. For example, the widely used DSH criterion (Southworth and Hawkins, 1963) exhibits
mathematical, physical and statistical problems. Furthermore, many physically sound criteria would benefit
from more thorough robustness tests. Instead of defining a new criterion, a new tool is proposed here to add
information regarding the existence of a meteor shower: a chaos map. The utility of this tool will be shown,
along with some first results on the stability of meteoroids streams, linked with established meteor showers.
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1 Meteor shower and meteor group

The term “meteor shower” is used to talk about a set
of meteors coming from a single parent body, through a
meteoroid stream. Today there are almost 1000a meteor
showers listed by the IAU, which would mean a compa-
rably large number of parent bodies in the vicinity of
the Earth in the near past (1–100 kyrs). This casts a
doubt on methods used to find new meteor showers.

Here we will consider methods which try to find a
new meteor shower using data based on observations
from Earth. It is possible to model a meteor shower
from a parent body and then try to see if the meteors
have been observed, but this aspect will not be exam-
ined here.

Such methods usually consist in 3 steps:

1. calculating the radiant of the meteors studied and
computing their orbits,

2. verifying how similar they are (using orbit dissim-
ilarity criteria), and

3. trying to find the parent body. This is optional,
as it may have been destroyed in the past.

It can be noted that orbit dissimilarity criteria use
either orbital elements or directly radiant and geocen-
tric velocity, as it will be discussed in Section 2. Other
methods make this comparison without a criteria, but
they will not be the focus of this study.

The methods described have a big drawback: sev-
eral meteoroids may end up on similar orbits by chance.
Therefore these 3 first steps are not enough to prove
that the meteors studied are in fact part of the same
meteor shower. In order to distinguish between those
different objects, we will call “meteor group” a set of me-
teors, which share the same radiant and similar orbits.

1IMCCE, Observatoire de Paris, PSL Research University,
CNRS, Sorbonne Universités, UPMC Univ. Paris 06, Univ. Lille.,
France.

2Email: ariane.courtot@obspm.fr

IMO bibcode WGN-496-courtot-chaos
NASA-ADS bibcode 2021JIMO...49..169C

a917 on October 11th, 2021, according to IAU MDC

It then becomes necessary to prove that a meteor group
comes from a single parent body in order to prove that
the meteors studied are in fact part of a meteor shower.

Some authors (e.g. Koten et al. (2014), Šegon et al.
(2017)) go further in the search for meteor showers by
applying some analysis on meteor groups. First, a sta-
tistical comparison between random meteors grouped
together and actual meteor groups (as defined above)
provides insight into the validity of the meteor group
studied. Secondly, an orbital analysis is often possible
by following meteoroids ejected from the suspected par-
ent body until they meet with the Earth orbit, at which
point the resulting shower can be compared with the
meteors actually observed. Finally, when such quanti-
ties are available, the age and composition of the mete-
ors studied can strengthen the validity of the supposed
meteor shower.

Those analysis are not always presented in the ar-
ticles that seek to demonstrate the validity of a newly-
discovered meteor shower, although the statistical anal-
ysis at least would strengthen the claim, in our opinion.

2 Orbit dissimilarity criteria
As seen in the previous section, the constitution of

meteor groups is at the heart of the search for meteor
showers, and so is the orbit dissimilarity criteria (D-
criteria).

One of the most widely-known criteria, the first cri-
terion introduced, has been written by Southworth &
Hawkins (1963) and compares the orbital elements of
two different meteoroids (indices 1 and 2). For small
inclination, we have:

D2
SH = (e2 − e1)2 + (q2 − q1)2 +

(

2 sin
i2 − i1

2

)2

+ sin i1 sin i2

(

2 sin
Ω1 − Ω2

2

)2

+
(

2
e2 − e1

2
sin

Ω2 + ω2 − Ω1 − ω1

2

)2

,

(1)

with e the eccentricity, q the perihelion distance, i
the inclination, Ω the longitude of ascending node and
ω the longitude of perihelion.

Several critics have been made against this criterion.
Only a few will be presented here. Steel et al. (1991),
for example, note that this criterion compares the lon-
gitudes of ascending node of the meteoroids. However,
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meteor showers can last long enough to make this quan-
tity vary greatly between the first meteor and the last
of the shower (e.g. Taurids). This criterion is thus ill-
suited to find long-lasting meteor showers.

Valsecchi et al. (1999) show that the orbit similarity
problem, in the case of meteors, has only 4 dimensions
(the necessary crossing of the meteoroid orbits with the
Earth adds one constraint), but the DSH has 5 dimen-
sions.

Southworth & Hawkins (1963) themselves analyze
their criterion on a statistical level and find that about
half of the meteor groups formed with their criterion
could also have been formed randomly. In other words,
only half of those meteor groups have a statistical sig-
nificance.

Finally, one last critic justifies on its own the end
of the use of the DSH : Drummond (1981) shows the
first term has no dimension (eccentricity) whereas the
second one has a length square dimension (perihelion
distance) (see Equation (1)). No possible unit can be
applied to this criterion, making it a nonsense.

However, 11 different criteria at least can be found
in the literature. It seems thus better to use one of
those, instead of the DSH , in order to define meteor
groups.

Drummond (1981) and Jopek (1993) both propose
criteria derivating from the DSH , while also trying to
correct some of its mistakes (the unit problem, for ex-
ample). After that, the authors, with the exception of
Steel et al. (1991), propose criteria based on new ideas.
Valsecchi et al. (1999) criteria are based on observed
elements, like the geocentric speed of the meteors. Nes-
lusan (2002) and Jopek et al. (2008) use a different set of
orbital variables, such as orbital momentum per mass or
orbital energy. Jenniskens (2008) goes back to the use of
orbital elements, but the reasoning behind his criteria is
completely different from the DSH . Other criteria have
been proposed, such as the criterion from Rudawska et
al. (2015), but this short list gives an idea of alternate
criteria to use in the search for meteor showers.

However, those articles usually do not present a sta-
tistical or a dynamical analysis (sometimes one, never
both), which undermines their relevance. An extensive
study on each of those criteria would be necessary in or-
der to quantify the significance of meteor groups formed
with such criteria.

3 A new tool: chaos map

In order to answer the question “how likely is it that
this specific meteor group is actually a meteor shower,
i.e. is composed of meteors coming from the same parent
body?”, a new tool is proposed to the meteor commu-
nity. The goal of a chaos map is to evaluate quickly
the stability of a meteoroid stream, which will give an
insight into its evolution. An example of what a chaos
map can look like can be found in Frouard et al. (2011),
although the authors study some Jupiter satellites, and
with a different indicator. The final result will allow the
user to find the chaoticity of the stream, using only the
orbital elements of the meteors studied.

This kind of map can be used in multiple scenar-
ios. Let’s imagine for example that we come across
several meteors sharing a very well-defined radiant. We
compute their orbits and find that the meteoroids they
come from have very similar orbits (according to rele-
vant D-criteria). In other words, we have found a very
well-defined meteoroid stream. We are now trying to
see whether it comes from a unique parent body. The
chaos map then tells us that this stream is in a very
chaotic region. If this stream is coming from the same
object, it has to be very young. It would have been scat-
tered otherwise. So the meteor group we observe has to
be very young too. This can be checked thanks to older
observations, dynamical analysis or analysis of the du-
ration of the meteor group. If this group is as young as
expected, we have another argument to prove that this
group is a meteor shower. If it is not, it means that this
group should not be considered a meteor shower.

Of course, we may find ourselves in grey areas where
the answers to such questions can only be given in terms
of probability. But this will allow us to determine the
likeliness of a meteor shower existence.

Furthermore, the meteoroid orbits are chaotic by na-
ture, so the questions will not be about whether or not
they are stable, but how chaotic they are, when this
chaos appears and why.

The Fast Lyapunov Indicator (FLI) described in
Froeschlé et al. (1997) is our first choice to measure
the chaos. Although it does not give an absolute value
of chaos, the relative measure is enough in the context
of a map. This indicator is also very useful to follow
the variation of the chaos over time, which is of partic-
ular interest to understand the evolution of meteoroid
streams.

To our knowledge, the FLI has never been used with
non-gravitational forces (NGF), which play an impor-
tant part in the evolution of meteoroids. This will be
our biggest challenge in the making of the chaos map.

Our code is based on the Radau algorithm from Ev-
erhart (1985) and uses a modified FLI taking into ac-
count the NGF. Figure 1 uses the first result of this
code, where we have computed the evolution of 1000
particles over 500 years. The initial conditions of those
particles are consistent with the Geminid meteor show-
er. In less than 100 years, the FLI reaches its value,
which stays constant over the rest of the 500 years of
integration. So the chaos of the Geminids takes longer
than 500 years to appear, which was expected (they
seem stable over this period of time, see Ryabova et al.
(2019)). Some bumps in the curves show small rise in
chaoticity, due to close encounters with the Earth. This
happens for about 30% of all the particles computed.

This result shows that our code is working well,
at least without NGF (the particles chosen were big
enough to lessen the influence of NGF).

4 Conclusion and future works

Calling “meteor group” several meteors coming from
the same radiant and showing similar orbits, highlights
the difference between such a group and a meteor
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Figure 1 – FLI and semi-major axis a computed over 500 years for 5 of the 1000 particles modeled from the Geminid
shower. The FLI is relative: we are interested in its evolution. The bumps in chaoticity for parts 4 and 5 can be linked
with close encounters with the Earth, visible in the evolution of the semi-major axis.

shower, as the meteors may not all come from the same
parent body. In order to prove the existence of a specific
meteor shower, we need to investigate the relevance of
the meteor group studied. This cannot be done with-
out statistical and dynamical analysis of the tools used
to form the meteor group: the D-criteria. Clearly the
widely-known DSH cannot be used anymore, but many
others are available in the literature and should be stud-
ied in details.

Other tools can be added in the search for meteor
showers, such as a chaos map, which will give new in-
formation about meteoroid streams and their evolution.
Whereas the map itself is not done yet, the general
structure of the code used is functional and is enough
to investigate the chaoticity of the dm-sized Geminids
over 500 years.

In the future, we will need to determine which or-
bital elements could be useful for the map. Some solu-
tions are already envisioned for the NGF problem; they
will be implemented in the near future.

Acknowledgments

Ariane Courtot acknowledges support from the
École Doctorale d’ Astronomie et d’ Astrophysique
d’Île-de-France (ED127).

References

Drummond J. D. (1981). “A test of comet and meteor
shower associations”. Icarus, 45:3, 545–553.

Everhart E. (1985). “An efficient integrator that uses
Gauss-Radau spacings”. In Carusi A. and Valsec-
chi G. B., editors, IAU Colloq. 83: Dynamics of
Comets: Their Origin and Evolution, volume 115.
page 185.

Froeschlé C., Lega E., and Gonczi R. (1997). “Fast Lya-
punov Indicators. Application to Asteroidal Mo-
tion”. Celestial Mechanics and Dynamical Astron-
omy, 67:1, 41–62.



172 WGN, the Journal of the IMO 49:6 (2021)

Frouard J., Vienne A., and Fouchard M. (2011). “The
long-term dynamics of the Jovian irregular satel-
lites”. Astronomy and Astrophysics, 532, A44.

Jenniskens P. (2008). “Meteoroid streams that trace to
candidate dormant comets”. Icarus, 194:1, 13–22.

Jopek T. J. (1993). “Remarks on the Meteor Orbital
Similarity D-Criterion”. Icarus, 106:2, 603–607.

Jopek T. J., Rudawska R., and Bartczak P. (2008).
“Meteoroid Stream Searching: The Use of the Vec-
torial Elements”. Earth Moon and Planets, 102:1-
4, 73–78.

Koten P., Vaubaillon J., Čapek D., Vojáček V., Spurný
P., Štork R., and Colas F. (2014). “Search
for faint meteors on the orbits of Příbram and
Neuschwanstein meteorites”. Icarus, 239, 244–252.

Neslusan L. (2002). “A Sketch of an Orbital-
Momentum-Based Criterion of Diversity of Two
Keplerian Orbits”. In Pretka-Ziomek H., Wnuk E.,
Seidelmann P. K., and Richardson D., editors, Dy-
namics of Natural and Artificial Celestial Bodies,
volume 81. pages 365–366.

Rudawska R., Matlovič P., Tóth J., and Kornoš L.
(2015). “Independent identification of meteor
showers in EDMOND database”. Planetary and
Space Science, 118, 38–47.

Ryabova G. O., Avdyushev V. A., and Williams I. P.
(2019). “Asteroid (3200) Phaethon and the Gem-
inid meteoroid stream complex”. MNRAS, 485:3,
3378–3385.

Šegon D., Vaubaillon J., Gural P. S., Vida D., Andreić
Ž., Korlević K., and Skokić I. (2017). “Dynami-
cal modeling validation of parent bodies associated
with newly discovered CMN meteor showers”. As-
tronomy and Astrophysics, 598, A15.

Southworth R. B. and Hawkins G. S. (1963). “Statistics
of meteor streams”. Smithsonian Contributions to
Astrophysics, 7, 261–285.

Steel D. I., Asher D. J., and Clube S. V. M. (1991).
“The structure and evolution of the Taurid com-
plex”. Monthly Notices of the Royal Astronomical
Society, 251, 632–648.

Valsecchi G. B., Jopek T. J., and Froeschle C. (1999).
“Meteoroid stream identification: a new approach
- I. Theory”. Monthly Notices of the Royal Astro-
nomical Society, 304:4, 743–750.

Handling Editor: Javor Kac
This paper has been typeset from a LATEX file prepared by the
authors.



WGN, the Journal of the IMO 49:6 (2021) 173

Meteor observation with the DIMS project: sensor calibration and
first results

D. Barghini 1,2, S. Valenti 1, S. Abe 3, M. Arahori 4, M.E. Bertaina 1, M. Casolino 5,6,
A. Cellino 2, C. Covault 7, T. Ebisuzaki 5, M. Endo 3, M. Fujioka 8, Y. Fujiwara 9, D. Gardiol 2,
M. Hajdukova 10, M. Hasegawa 3, R. Ide 4, Y. Iwami 8, F. Kajino 4, M. Kasztelan 11,
K. Kikuchi 3, S.-W. Kim 12, M. Kojro 13, J.N. Matthews 14, K. Nadamoto 4, I.H. Park 15,
L.W. Piotrowski 16, M. Przybylak 11, H. Sagawa 17, K. Shinozaki 11, D. Shinto 8, J.S. Sidhu 7,
G. Starkman 7, S. Tada 4, Y. Takizawa 5, Y. Tameda 8, M. Vrabel 11 (DIMS Collaboration)

In addition to meteors coming from the Solar System, fast- and straight-moving luminous events of exotic origin
could theoretically be observed in the Earth’s atmosphere at night. For example, nuclearites are strange quark
matter nuggets that are hypothesized as possible candidates of macroscopic dark matter. If they exist, they
should collide with the atmosphere and generate luminous events similar to meteors. However, they could be
recognizable mainly by their lower altitude from the ground (∼ 10 km) and their very high expected speed
(∼ 250 km/s). Also for meteoroids of interstellar origin, the boundary value of 72 km/s may be exceeded but only
by several kilometers per second. The DIMS (Dark matter and Interstellar Meteoroid Study) experiment was
born in 2017 aiming to search for fast-moving objects by observing the sky with wide-field and high-sensitivity
CMOS cameras. The DIMS collaboration carried out several observational campaigns, mainly from Japan and
at the Telescope Array site in Utah, to test and develop the system and observed few thousands of meteors.
We derived the calibration of the DIMS sensors by astrometry and photometry techniques applied to observed
stars in the field of view (57◦ × 34◦) and assessed the achieved positional precision and sensitivity levels. DIMS
cameras observe in a wide bandpass (300–1000 nm) and we estimated a limiting magnitude for meteors of
about +6. By triangulation between two DIMS cameras, we derived the dynamics of observed events from our
observational campaigns. At present time, none of the analyzed events shows indisputable features indicating
non-meteor origin. In this paper, we will present the current status of this work.
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1 Introduction
The observation of luminous and fast-moving events

in the night sky is typically ascribed to the impact of
meteoroids on the Earth’s atmosphere, i.e., the meteor

1University of Turin, Physics Department, Italy.
dario.barghini@edu.unito.it

2Astrophysical Observatory of Turin – National Institute for
Astrophysics (INAF), Italy.

3Nihon University, Dept of Aerospace Engineering, Japan.
4Konan University, Department of Physics, Japan.
5RIKEN (Inst. of Physical and Chemical Research), Japan.
6National Institute for Nuclear Physics (INFN) – Rome Tor

Vergata, Italy.
7Case Western Reserve University, Dept of Physics, USA.
8Osaka Electro-Communication University (OECU), Depart-

ment of Engineering and Science, Japan.
9Nippon Meteor Society (NMS), Japan.

10Astronomical Institute of Slovak Academy of Sciences, Slo-
vakia.

11National Centre for Nuclear Research (NCBJ), Poland.
12Korea Astronomy and Space Science Institute (KASI), Re-

public of Korea.
13University of Lodz, Faculty of Physics and Applied Informat-

ics, Poland.
14University of Utah, Dept of Physics and Astronomy, USA.
15Sungkyunkwan University, Department of Physics, Republic

of Korea.
16University of Warsaw, Faculty of Physics, Poland.
17University of Tokyo, Inst. for Cosmic Ray Research, Japan.

IMO bibcode WGN-496-barghini-dims
NASA-ADS bibcode 2021JIMO...49..173B

phenomenon. Nevertheless, meteor-like events could
originate from other exotic sources and might be mis-
taken for meteors. For example, in the wide landscape
of dark matter (DM) candidates, it is hypothesized that
macroscopic strange quark matter (SQM) nuggets may
collide with the atmosphere and generate luminous
events similar to meteors. These hypothetical objects
were firstly named nuclearites (De Rujula & Glashow,
1984) and are now included in a broader class of macro-
scopic DM candidates named macros (Jacobs et al.,
2015). If they exist, their light emission within the at-
mosphere should be distinguishable from meteors
thanks to their peculiar characteristics such as very low
altitude and very high speed. In addition, also inter-
stellar meteoroids may exceed the speed limit of Solar
System’s meteors. The DIMS (Dark matter and Inter-
stellar Meteoroid Study) project was born in 2017 to de-
velop an experiment that could detect such fast-moving
events, by observing the night sky with wide-field and
high-sensitivity CMOS cameras.

A first description of the analysis presented here
can be found in Barghini et al. (2021). In this pa-
per, we give a deeper focus on the sensor calibration
and the meteor analysis techniques implemented and
tested against data from one observational night on 1st

September 2019 with two DIMS cameras installed at the
Telescope Array site (Utah, USA). We discuss in Sec-
tion 2 the observational features of nuclearite events,
and in Section 3 we give a short overview about the
DIMS project. Section 4 describes the data analysis
procedures, and in particular the astrometric and pho-
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Figure 1 – Maximum height of light emission for a nuclearite
traversing the Earth’s atmosphere, as a function of the nu-
clearite mass and for different velocities within 50 and 600
km/s according to Eq 2. The grey dashed region marks the
altitude range in which meteors typically occur (from 70 to
130 km).

tometric calibration of DIMS cameras and the meteor
analysis pipeline. In Section 5 we present and discuss
the results of this analysis, and Section 6 gives our state-
of-the-art conclusions.

2 Observational features of nuclearites
The idea of nuclearites as macroscopic DM candi-

date arose from the consideration that SQM, in the
form of macroscopic aggregates of up, down and strange
quarks, might be more stable than ordinary matter
(Witten, 1984). Soon thereafter, De Rujula & Glashow
(1984) developed the theoretical description of the im-
pact of these SQM macroscopic nuggets within the
Earth’s atmosphere, since they are expected to generate
such impacts if they exist. In their hypothesis, the nu-
clearite is surrounded by an electron cloud, preserving
the overall neutrality, and possesses a nuclear density
of ρN = 3.6 · 1014 g/cm3. When traversing the atmo-
sphere, it loses energy via quasi-elastic collisions with
the air molecules and generates an expanding thermal
cylindrical shock wave, with the subsequent emission of
black-body radiation. This light emission mechanism
is considerably different from what happens to a mete-
oroid, which sublimates when entering the atmosphere
and emits light due to the de-excitation of ionized ele-
ments, in addition to black-body radiation. Therefore,
the apparent visual magnitude m of a nuclearite event
can be given as:

m = 0.80− 1.67 log10

(

Mx
1 g

)

+ 5 log10

(

h

10 km

)

+

− 7.5 log10

(

v

250 km s−1

)

,

(1)

whereMx, v and h are the nuclearite mass, velocity and
altitude from the ground. The impact speed of nucle-
arites should be of about 250 km/s, that is the typical
rotation speed of the Galaxy and does not consider the

Earth motion. However, it has been suggested that nu-
clearites may travel as fast as 550 km/s, i.e, the escape
limit from the Galaxy at the Sun’s position, while a
lower speed within the allowed range for Solar System
meteors (11–72 km/s) is not to be excluded a priori.
Therefore, the limiting magnitude of the deployed in-
strument identifies some limits on mass and speed val-
ues for such objects to be observed. For example, nu-
clearites moving at v > 400 km/s would be detectable
by DIMS cameras even with a mass of 0.1 mg, close to
the local dark matter flux limit (see Section 5).

The light emission from a nuclearite is expected to
be almost constant within its whole flight in the atmo-
sphere, so that the apparent magnitude should change
only as a function of the distance from the observer.
This is one of the main features that should enable
to discern between nuclearites and meteors, the latter
having a much larger intrinsic variability in terms of
lightcurve morphology due to their complex physical
evolution while crossing the atmosphere. Moreover, the
maximal height at which a nuclearite is supposed to
generate light, according to this formulation, can be
computed as:

hmax
1 km

= 3.3

[

ln
(

Mx
1 g

)

+ 3 ln
(

v

250 km s−1

)

]

+ 38.8 .

(2)

From this result, we can see that the height of light
emission for a nuclearite event should be much lower
than the typical range for meteors (70–130 km). For
Mx < 1 g it is confined below 40 km and reaches 70 km
only for very massive nuclearites (Mx > 1 kg). This is
shown in Figure 1, that plots hmax according to Equa-
tion 2 as a function of the nuclearite’s mass and for
different impact speed values. In any case, the most re-
markable feature of events generated by nuclearites, in
opposition to meteors, is that they may move upwards
within the Earth’s atmosphere. As a matter of fact, a
massive nuclearite should be able to pierce through the
Earth’s diameter and emerge from the ground. This
fascinating scenario would be an indisputable proof of
the non-meteor origin of the observed event. On the
contrary, very light nuclearites (Mx < 0.3 ng) would be
able to reach the Earth’s crust and accumulate therein.

In recent years, a different model was proposed to
describe the phenomenology caused by a macro travers-
ing the atmosphere (Sidhu et al., 2019). In this case, the
passage of the macro within a dense medium is thought
to create a hot plasma channel, which expands by heat
diffusion. The hypothesis of nuclear density is also re-
laxed, by considering an arbitrary density ρ. According
to this model, the expected visual magnitude is given
as:

m = 39.7− 5 log10

(

Mx
1 g

)

+ 5 log10

(

h

10 km

)

+

+ 5 log10

(

ρN
ρ

)

+
1

ln 10

(

h

1 km

)

.
(3)

The comparison between Equations 1 and 3 poses
some serious questions about the possibility of observ-
ing this class of events within the Earth’s atmosphere.
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Figure 2 – The observational concept of DIMS. Since nucle-
arites are expected to emit light at a lower altitude range
(. 40 km), the stations for stereoscopic observation are po-
sitioned closer from each other (10–30 km), with respect to
the usual meteor observational strategy.

It can be seen that a 1-gram macro, with nuclear den-
sity and at 10 km altitude, would shine at an apparent
magnitude of +0.8 according to Equation 1, and at a
completely undetectable magnitude of +44 according to
Equation 3. This latter scenario would mean that such
events should produce a signal way too dim to be de-
tected by any kind of ground-based detector, but in the
case of very massive objects or much below the nuclear
density.

3 The DIMS project

The DIMS project was born in 2017 with the main
focus of investigating macros and interstellar meteoroids
flux at the Earth. A description of the project and first
preliminary results are given in Kajino et al. (2017,
2019) and Abe et al. (2021). To observe such faint
and fast-moving events, the DIMS project is developing
and deploying multiple high-sensitivity and wide field
of view (FoV) camera modules. Each module mainly
consists of a Canon ME20F-SH monochrome camera,
a computer to control the camera and a solar power
supply and environmental control system (Shinto et al.,
2021). The camera is equipped with Canon EF 35mm,
f/1.4L lenses and a 1920 × 1080 pixels high-sensitivity
CMOS sensor and can be operated at a 30 or 60 Hz
frame rate. This system is installed in a stainless steel
box with an acrylic dome an can be operated remotely.

Figure 2 outlines the observational concept of the
DIMS experiment. With the main focus on macroscopic
DM studies, the nodes for the stereoscopic observation
are positioned closer from each other (10–30 km), with
respect to the typical strategy for meteor triangulation.
Otherwise, the FoVs of the nodes would overlap only
partially below 40 km, that is the altitude range at
which a nuclearite is supposed to emit light (see Section
2). On the other hand, this choice affects the triangula-
tion precision for meteors observed by DIMS cameras,

which suffers from low parallax angles given their typi-
cally higher altitudes (∼ 100 km).

4 Data analysis

DIMS carried out several observation campaigns
since 2017, mainly in Japan and USA. In this work,
we will focus on the analysis of the data taken during
the night of 1st September 2019 at the Telescope Array
site in Utah (USA) because of the optimal atmospheric
conditions of that night. The two cameras, named N1
and N2, were installed respectively at the Hinckley and
Black Rock Mesa sites at a distance of about 17 km
and pointing towards Polaris. They observed continu-
ously the sky for 6.5 hours at 30 Hz sampling frequency
and triggered about 400 events in coincidence between
the two. The trigger and acquisition software used was
UFOCapturea. Data are stored as 8-bit avi files, with
a frame dimension of 1920 px × 1080 px, together with
observational metadata in xml format.

Triggered videos usually last few seconds, i.e., some
hundreds of frames. For this reason, the calibration of
the whole video is performed over the median frame,
also to increase the signal-to-noise ratio of the image.
The data analysis tools used in this work for DIMS are
based upon the ones developed for the reduction of the
PRISMA Italian fireball network database (Barghini
et al., 2019a; Barghini et al., 2019b; Carbognani et al.,
2020). All the algorithms were developed in IDLb.

We use the Hypparcos-Tycho catalogue (Perryman
et al., 1997; Høg et al., 1997) as the reference for both
astrometric and photometric calibration over observed
stars in the FoV of DIMS cameras. Even if, at present
time, there are published star catalogues that provide
much better precision for both position and flux (e.g.,
Gaia EDR3, Gaia Collaboration et al., 2021), we choose
the Hypparcos catalogue because its Hp bandpass is
much similar to the DIMS one (see Section 4.2). In any
case, the positional precision of Tycho, of about 7 mas
(milliarcseconds) for VT < +9, is more than appropriate
given our pixel resolution (see Section 4.1).

4.1 Astrometric calibration

The search and centering of bright sources over the
median frame is performed by marginal distribution fit-
ting implemented in the IDL Astronomy User’s Library
(Landsman, 1993). We look for stars with a signal four
times above the background fluctuations in the central
pixel of the point spread function (PSF), to remove
most of false positives in the process. A first comparison
with the reference catalogue is therefore performed by
considering a simple spherical and undistorted projec-
tion in (α, δ) equatorial coordinates, since the cameras
are conveniently pointed towards Polaris. In particular,
catalogue positions (αc, δc) of stars are projected onto
the focal plane in (xc, yc) and compared with the list of
found sources (x, y). The catalogue matches are built

ahttps://sonotaco.com/soft
bIDL – Interactive Data Language, Harris Geospatial Solutions

https://www.l3harrisgeospatial.com/Software-Technology/

IDL
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Figure 3 – Image of a portion (18◦ × 18◦) of the FoV on
the video of a sample event captured from N1 camera at the
Hinckley TA site on the 2019 September 1 at 08h16m17s UT.
The meteor track is reconstructed from the video stream and
it is plotted, in inverted colour scale, together with positions
of identified stars up to +8 mag (red circles).

Figure 4 – Calibration results on the sample event video from
Figure 3: (a) right ascension residuals between calibrated
and catalogued stars positions; (b) same as panel a, but
for declination; (c) magnitude residuals as a function of the
airmass. Light red transparent bands in all panels plot the
1σ confidence interval deduced from residuals distributions.

from these two lists by considering the nearest neigh-
bor couples within a correlation radius of 10 px. Once a
first source-catalogue correlation has been made, we fit
a refined astrometric solution with a standard CD ma-
trix approach, accounting for plate rotation and scaling,
plus an 8th degree TNXc complete polynomial distor-
tion. This process is iteratively repeated, by each step
searching for fainter sources, increasing the magnitude
limit on the catalogue and refining the plate solution,
until a stable result is achieved in terms of number of
identified stars and values of projection parameters.

Figures 3 and 4 show the results of this processing on
a sample event captured by N1 camera at 08h16m17s UT.
A portion of the FoV is reported in Figure 3 (18◦×18◦)
around the triggered meteor track, together with the
identified stars positions onto the frame, which are cir-
cled in red. The total FoV of our cameras results to
be approximately 57◦ × 34◦, in agreement with manu-
facturer specifications, with a pixel linear aperture of
approximately 1.8′/px. By imposing a limiting magni-
tude of +8 on the catalogue, we are able to automat-
ically identify about 900 stars per image with this al-
gorithm. From Figure 3 it is evident that stars fainter
then +8 mag are recognizable above sky background.
However, it must be considered that this image was
acquired and is plotted in a non-linear gamma scale
correction (Canon Normal 1 gamma) which enhances
the whiter (fainter) tonesd. In any case, the sample of
stars identified with such limiting magnitude is already
more than sufficient to provide an accurate and pre-
cise calibration for our purposes. Figure 4a and b plot
the right ascension and declination residuals of identi-
fied stars positions for the fitted plate solution in the
same event of Figure 3. No systematic deviations are
evident, and residuals are normally distributed around
zero with a standard deviation of about 0.25′ (i.e., 0.15
px), highlighting that we are already achieving a sub-
pixel positional precision.

4.2 Photometric calibration

The dataset of stars built for the astrometric cali-
bration on each triggered video is also used to deduce
the photometric calibration of DIMS cameras. The flux
F of each star is computed by means of circular aper-
ture photometry, performed with a radius of 3 px and a
sky annulus of [5,10] px inner/outer radii. By consider-
ing the exposure time of ∆t = 1/30 s, we compute the
experimental magnitudes ms = −2.5 · log10(F/∆t) and
compare them with catalogue values mc. This allows us
to deduce an estimation of the zero-point magnitude C
and, also considering the airmass X for each observed
star (Rozenberg, 1963), the atmospheric extinction co-
efficient k by fitting a linear trend over magnitude resid-
uals:

∆m = mc −ms = C − kX . (4)

Figure 4c plots the magnitude residuals ∆m as a func-
tion of the airmass, once the zero-point magnitude was

chttps://fits.gsfc.nasa.gov/registry/tnx.html
dThis effect is taken into account and corrected in the photo-

metric analysis.



WGN, the Journal of the IMO 49:6 (2021) 177

subtracted (C ≃ 16 for this example), showing a stan-
dard deviation of about 0.35 mag. As shown from this
plot, we cannot recognize any significant dimming for
increasing airmass, so that we neglect the effect of dif-
ferential atmospheric extinction in this calibration.

Our system has a wide bandpass, given by the spec-
tral response of the CMOS sensor. In particular, the
quantum efficiency curve of our instrument (not shown)
roughly covers the range from 300 to 1100 nm, is cen-
tred at 500 nm with a full-width at half-maximum of
about 400 nm. Due to this specifications, we choose
the Hipparcos magnitude Hp as the reference for our
calibration. Another possible approach would consist
in deducing an equivalent magnitude system for stars
observed by DIMS cameras, by means of numerical in-
tegration of UBVRI bandpass weighted by the instru-
mental quantum efficiency and the star’s color indices.
However, for stars fainter then +4 in V , data about U ,
R and I magnitudes are lacking in literature and the
numerical integration would be incomplete and giving
less accurate results. Future improvements may include
more detailed considerations about a better suited pho-
tometric system to be applied to DIMS data analysis.

DIMS cameras were also calibrated with a large in-
tegrating sphere at the National Institute of Polar Re-
search (Ogawa et al., 2020). These measurements allow
us to correct for the efficiency lowering from the cen-
tre to the edges of the focal surface, due to the whole
optic system of the instrument. According to the ap-
proach proposed in Barghini et al. (2019a), the relative
efficiency η can be empirically modelled as a function
of the radial distance r from the FoV centre as:

η(r) = 1− A0r −A1

[

e−
A0

A1
r − 1

]

. (5)

We estimated A0 = (750±4)·10−6 px−1 and A1 = (97±
3) · 10−3 from these measurements. The results of this
calibration and the fitted curve are plotted in Figure 5.
The relative efficiency drops with an asymptotic linear
loss of ∼ 7.5% each 100 px, and reaches as low as 30%
to the very edge of the focal surface. This result is used
to correct for this efficiency bias on flux measurement
of stars used for the photometric calibration.

4.3 Meteor analysis

For each event that triggered on both N1 and N2
cameras, the video analysis for the track reconstruction
and triangulation is performed. A pre-centering algo-
rithm is used to determine a first estimation of the me-
teor position onto the focal plane by a clustering algo-
rithm that looks for over-threshold pixels and selecting
only clusters with (t, x, y) correlation coefficients |ρ| >
0.7. This algorithm is complementary to the UFOCap-
ture acquisition trigger and was tested against the whole
dataset for both N1 and N2 cameras. The meteor posi-
tion, frame by frame, is then computed by an unbiased
filtered barycentre method (Barghini et al., 2019b) and
the meteor magnitude is computed by aperture photom-
etry, circular or elliptical for very elongated PSF (i.e.,
high speed values). Then, triangulation between N1

Figure 5 – Plot of the radial relative efficiency curve of the
DIMS camera obtained thanks to the calibration with the
integrating sphere, modelled as described by Equation 5 (red
curve).

and N2 cameras provides the three-dimensional trajec-
tory of the event in the atmosphere, in the straight-line
hypothesis. The standard plane intersection method by
(Ceplecha, 1987) is used to derive a starting point to
the more refined triangulation algorithm proposed by
(Borovička, 1990). The implementation of the dynam-
ical model fitting and pre-atmospheric orbit computa-
tion will be part of future work.

Figure 6 shows the main preliminary results of this
analysis applied to the sample event discussed in previ-
ous sections. The luminous flight of the meteor started
at an altitude of 95 km with an entry velocity of about
16 km/s reached its maximum intensity of M = +0.5
(absolute magnitude, scaled at 100 km altitude at the
observer’s zenith) and then suddenly decelerated, just
to extinguish at 80 km of altitude after 2.8 s of flight.
Figure 6a shows that there is a small delay δt ≃ 0.07 s
between the times recorded by N1 and N2 cameras, that
will be corrected for future observations by GPS syn-
chronization of DIMS stations.

5 Results and discussion

Figure 7 summarizes the main results of the statis-
tical analysis of the DIMS events dataset presented in
this work. Panels a, b and c plots the distributions
of the main physical parameters deduced from the tri-
angulation of the events between N1 and N2 cameras,
as previously described in Section 4.3. Disclosing in
advance the final result, none of the analyzed events
showed indisputable signatures for a non-meteor ori-
gin. In particular, Figure 7a shows that the beginning
heights are distributed between 70 and 130 km, as ex-
pected for meteors. The entry velocity histogram (Fig-
ure 7b) displays the typical bi-variated distribution for
low (asteroidal) and high (cometary) velocity. Only 8
events show a median speed above the 72 km/s but, af-
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Figure 6 – Main results of the meteor analysis applied on the sample event pictured in Figure 3. (a) Triangulated meteor
altitude as a function of the elapsed time from the start of the bright flight; (b) reconstructed speed module; (c) absolute
magnitude of the meteor, scaled at 100 km at the observer’s zenith.

Figure 7 – Distributions of beginning height (a), speed (b) and absolute magnitude (c) for meteors observed by DIMS
cameras N1 and N2 in the dataset presented in this work. Expected constraints on macro’s mass and cross-section
(preliminary results) are derived according to De Rujula & Glashow (1984) formulation (d) and Sidhu et al. (2019) (e), for
the 6.5 hours exposure of the current dataset (blue region) and the 1-year projection (red region). The green and purple
lines in panels d,e plot the cross-section respectively for macros with nuclear and atomic density.

ter a careful revision of their analysis, they were found
to be badly reconstructed from triangulation and there-
fore discarded.

The absolute magnitude distribution of Figure 7c
suggests that the DIMS system is not completely effi-
cient in detecting events fainter than absolute magni-
tude +4. The limiting magnitude for meteors observed
by the DIMS system results to be about M = +6 from
this analysis. Future work will include a careful inves-
tigation about the trigger efficiency for meteors as a
function of their magnitude and speed, to correct the
magnitude distribution for this bias and evaluate, for
instance, the population index of our sample.

On the subject of macroscopic DM investigation, we
can evaluate the expected constraints to macros flux
that could be established thanks to the DIMS exper-
iment, following the approach proposed by Sidhu &
Starkman (2019). In summary, since we did not observe
any anomalous event in our data, this would allow to

rule out a certain region in the macro parameters space
of mass and cross-section. The definition of this region
depends upon which model we consider for the macro
phenomenology (Section 2), in addition to the identified
limiting magnitude for such events observed by the in-
strument. Figure 7d shows this result according to the
formulation of De Rujula & Glashow (1984), for the 6.5
hours of exposure of the 1st September 2019 (blue re-
gion) and the expected limits for 1 year of observations
(red region, assuming a 10% duty cycle). In this latter
scenario, DIMS has the potential to probe macros with
mass up to 103 g in the 1-year projection. This conclu-
sion is radically different if we consider the model by
Sidhu et al. (2019) instead. From Figure 7e, it is evi-
dent that DIMS would not be able to provide any con-
straints with the dataset presented in this paper, and
would reach masses just up to 102 g in the 1-year pro-
jection, with a much narrower range in the cross-section
domain. In any case, these results are preliminary and
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refers to the best case, in which we assume a 100% effi-
ciency at the limiting magnitude +6, being aware that
this is not realistic above +4 mag.

6 Conclusions

DIMS is a novel experiment dedicated to the study
of macroscopic DM and interstellar meteors. It started
in 2017 and deployed high-sensitivity and wide-field
CMOS cameras observing the night sky to look for such
faint and fast-moving particles. The observation cam-
paigns led so far by DIMS were mainly dedicated to fea-
sibility studies for the detection of these exotic particles.
Nuclearites are a particular candidate for macroscopic
DM and, if they exist, are supposed to impact the Earth
and generate luminous, meteor-like events in the atmo-
sphere. However, their signature would be recognizable
apart from regular meteors, since they are expected to
emit light in a much lower altitude range (. 40 km)
and to move at a much higher speed (∼ 250 km/s).

In this paper, we described our work on the calibra-
tion of DIMS sensors by means of standard astronomical
techniques applied to observed stars in the FoV during
one campaign on 1st September 2019 at the Telescope
Array site (Utah, USA) with two DIMS cameras. We
designed a tailored data analysis pipeline that is able
to automatically identify stars up to +8 mag and use
this dataset as reference for both astrometric and pho-
tometric reduction of the video stream that captured
the event. In this way, we achieved sub-pixel position-
ing precision level for the determination of the event
trajectory. Furthermore, the DIMS sensor has a wide
bandpass and we therefore considered a wide-band pho-
tometric system, like the one from the Hipparcos cat-
alogue. The calibration of DIMS cameras with an in-
tegrating sphere allowed us to account also for the effi-
ciency radial modulation within the focal plane of the
CMOS sensor.

The meteors observed during that night (∼ 400)
were analyzed by means of this pipeline and we pre-
sented here some preliminary statistical results and con-
clusions on the potentiality of the DIMS system for
both meteor studies and macroscopic DM investiga-
tions. None of the events showed unquestionable ev-
idence for a non-meteor origin. Future developments
would address, inter alia, the completion of the analysis
pipeline, including the evaluation of a dynamical model
and pre-atmospheric orbit determination, and a dedi-
cated study of the trigger capabilities in detecting such
faint and fast-moving events.

Acknowledgements

This work is partially supported by JSPS KAK-
ENHI Grant Number JP19H01910, by the joint research
program of the Institute for Cosmic Ray Research
(ICRR), the University of Tokyo, and by National Sci-
ence Centre, Poland grant 2020/37/B/ST9/01821. We
thank to members of the Telescope Array experiment
for their help to achieve the observations in Utah, and
also Dr. K. Tsuno (RIKEN) and members of the Na-
tional Institute of Polar Research for their help to cali-

brate the camera using a large integrating sphere. The
authors from the University of Turin acknowledge sup-
port from Compagnia di San Paolo within the project
ex-post-2018.

References

Abe S., Arahori M., Barghini D., et al. (2021). “DIMS
Experiment for Dark Matter and Interstellar Me-
teoroid Study”. In 37th International Cosmic Ray
Conference (ICRC2019), volume 37 of Interna-
tional Cosmic Ray Conference.

Barghini D., Gardiol D., and Carbognani A. (2019a).
“Improving astrometry and photometry reduction
for PRISMA all-sky cameras”. In Rudawska R.,
Rendtel J., Powell C., Lunsford R., Verbeeck C.,
and Knöfel A., editors, Proceedings of the 37th
International Meteor Conference Pezinok-Modra,
Slovakia, 30 August - 2 September 2018. pages 41–
45.

Barghini D., Gardiol D., Carbognani A., and Mancuso
S. (2019b). “Astrometric calibration for all-sky
cameras revisited”. Astron. Astrophys., 626, A105.

Barghini D., Valenti D., Abe S., et al. (2021). “Charac-
terization of the DIMS system based on astronomi-
cal meteor techniques for macroscopic dark matter
search”. In 37th International Cosmic Ray Confer-
ence (ICRC2021), volume 37 of International Cos-
mic Ray Conference.

Borovička J. (1990). “The Comparison of Two Meth-
ods of Determining Meteor Trajectories from Pho-
tographs”. Bull. Astron. Inst. Czechoslov., 41, 391–
396.

Carbognani A., Barghini D., Gardiol D., et al. (2020).
“A case study of the May 30, 2017, Italian fireball”.
Eur. Phys. J. Plus, 135:2, 255.

Ceplecha Z. (1987). “Geometric, dynamic, orbital and
photometric data on meteoroids from photographic
fireball networks”. Bull. Astron. Inst. Czechoslov.,
38, 222–234.

De Rujula A. and Glashow S. L. (1984). “Nuclearites-a
novel form of cosmic radiation”. Nature, 312:5996,
734–737.

Gaia Collaboration, Brown A. G. A., Vallenari A.,
Prusti T., et al. (2021). “Gaia Early Data Release
3. Summary of the contents and survey properties”.
Astron. Astrophys., 649, A1.

Høg E., Bässgen G., Bastian U., et al. (1997). “The TY-
CHO Catalogue”. Astron. Astrophys., 323, L57–
L60.

Jacobs D. M., Starkman G. D., and Lynn B. W. (2015).
“Macro dark matter”. Mon. Not. R. Astron. Soc.,
450:4, 3418–3430.



180 WGN, the Journal of the IMO 49:6 (2021)

Kajino F., Ide I., Ide R., et al. (2019). “Study for Mov-
ing Nuclearites and Interstellar Meteoroids using
High Sensitivity CMOS Camera”. In 36th Interna-
tional Cosmic Ray Conference (ICRC2019), vol-
ume 36 of International Cosmic Ray Conference.
page 525.

Kajino F., Takami S., Nagasawa M., et al. (2017).
“Study of Fast Moving Nuclearites and Meteoroids
using High Sensitivity CMOS Camera with EUSO-
TA”. In 35th International Cosmic Ray Conference
(ICRC2017), volume 35 of International Cosmic
Ray Conference. page 924.

Landsman W. B. (1993). “The IDL Astronomy User’s
Library”. In Hanisch R. J., Brissenden R. J. V.,
and Barnes J., editors, Astronomical Data Analysis
Software and Systems II, volume 52 of Astronom-
ical Society of the Pacific Conference Series. page
246.

Ogawa Y., Kadokura A., and Ejiri M. K. (2020). “Op-
tical calibration system of NIPR for aurora and
airglow observations”. Polar Sci., 26, 100570.

Perryman M. A. C., Lindegren L., Kovalevsky J., et al.
(1997). “The HIPPARCOS Catalogue”. Astron.
Astrophys., 323, L49–L52.

Rozenberg G. V. (1963). “Reviews of Topical Prob-
lems: Twilight Phenomena, Their Nature, and Use
for Atmospheric Research”. Soviet Physics Uspekhi,
6:2, 198–249.

Shinto D., Iwami Y., Fujioka M., et al. (2021). “So-
lar Power Supply and Environmental Control Sys-
tem for DIMS Experiment”. In 37th International
Cosmic Ray Conference (ICRC2019), volume 37 of
International Cosmic Ray Conference.

Sidhu J. S. et al. (2019). “Macro detection using flu-
orescence detectors”. J. Cosmol. Astropart. Phys.,
2019:2, 037.

Sidhu J. S. and Starkman G. (2019). “Macroscopic dark
matter constraints from bolide camera networks”.
Phys. Rev. D, 100:12, 123008.

Witten E. (1984). “Cosmic separation of phases”. Phys.
Rev. D, 30:2, 272–285.

Handling Editors: Ákos Kereszturi and Javor Kac
This paper has been typeset from a LATEX file prepared by the
authors.



WGN, the Journal of the IMO 49:6 (2021) 181

Meteorix — A new processing chain for real-time detection and
tracking of meteors from space

M. Millet 1,2, N. Rambaux 3, A. Petreto 1,2, F. Lemaitre 1, L. Lacassagne 1

In the framework of the Universitary CubeSat project Meteorix of Sorbonne University, this article describes a
processing chain for meteor detection from space. Unlike ground detection using stationary cameras with a still
background, detection aboard a nano-satellite needs to deal with a camera in motion and a moving background.
The main parts of this chain are an estimation of the apparent movement and the computation of angular
statistics. The first results show a detection probability close to 96% on the whole set of Chiba videos from the
PERC (Planetary Exploration Research Center) Meteor Project.
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1 Introduction

Meteorix (Rambaux et al., 2019) is the first Univer-
sitary CubeSat mission from Sorbonne University and
its University Space Center. This mission has three
main objectives. The main one is the detection and the
characterisation of meteors and space debris in order to
estimate the flux of these bodies entering in the atmo-
sphere. The second is an educational goal to involve
students in a space mission during all its phases. The
third is a technological goal to demonstrate the feasibil-
ity of a real-time computer vision application on board a
nano-satellite with strong constraints in terms of power
consumption and execution time.

Space detection allows to go beyond meteorological
constraints that ground detection has and offers a wide
sky coverage. In 2016, Chiba University led an ISS
mission named ISS Meteor in which a high resolution
camera was filming toward Earth (Arai et al., 2014).
They showed the feasibility of space observation of me-
teors but the recognition step was performed by human
operators on Earth (Arai et al., 2018).

This proceeding covers the technological goal of the
mission and it describes a new processing chain for me-
teor detection suited for space detection. Another pro-
ceeding (Rambaux et al., 2021) describes the optical
part of the payload and its advancement.

2 State of the Art

Up to now, several detection techniques have been
developed for ground detection by using a stationary
camera, computer and processing chain.

In 2005, a review of processing chains (Molau & Gu-
ral, 2005) describes the different common steps of them
and the image processing techniques used. Processing
chains seem generally include at least three steps:
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(i) A pre-processing step that mainly consists in keep-
ing only the moving objects using a background
subtraction technique (frame differencing, mean
or median filter).

(ii) A classification step to know if there is a meteor
in the frame. After a threshold, regions of in-
terest are created from the brightest remaining
pixels. Techniques exploiting spatial and/or tem-
poral correlation are used to determine if a region
is a meteor. The most popular techniques are the
Hough transform, the template matching and the
temporal tracking.

(iii) An extraction step to save each frame of a meteor
as a sequence.

Some others steps can be included for analysis (orbit
calculation, photometry. . . ) but this goes beyond the
scope of the meteor detection.

Four chains are described, including MetRec (Mo-
lau, 1999) and MeteorScan (Gural, 1997) which are very
popular and still used nowadays, sometimes as a com-
ponent of a new processing chain.

In 2009, (Gural & Šegon, 2009) propose a new pro-
cessing chain in which the pre-processing step consists
of merging 256 frames into a color bitmap image tak-
ing advantage of the fact that meteors are brighter than
background to reconstruct the meteor trail. The blue
channel is used to store values of the brightest pixels
of images. The red and green channels are used to
store the number of the image containing this bright
pixel. That allows to keep the temporal dimension
of the event. Then the classification is done by Me-
teorScan. An improved frames compression technique
is used in the RPi Meteor Station (Vida et al., 2016)
which is a processing chain designed for low cost em-
bedded systems like Raspberry Pi.

The Fireball Recovery and InterPlanetary Obser-
vation Network (FRIPON) (Colas et al., 2020) comes
with its own processing chain (Audureau et al., 2014),
based on a classic background detection where succes-
sive frames are subtracted to keep only the moving pix-
els and on a tracking step.

Since few years, processing chains using neural net-
works have emerged. In (Galindo & Lorena, 2018),
authors compare several convolutional neural networks
(CNN) pre-trained with a huge dataset (ImageNet or
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Figure 1 – Example of 256 frames compressed in one from
RPi Meteor Station. Where are the 2 meteors? Each line
can be the trace of a city (public lighting), a bright cloud or
of a meteor.

Fashion-MNIST) in order to train with a small dataset
of meteor images. The best configuration is composed of
18 layers and gives a detection probability of 96%. How-
ever, these experiments were done with a GPU Nvidia
Quadro P4000 which cannot be embedded within a
nano-satellite: its average TDPa is 105 Watt.

In 2020, another CNN was proposed (Cecil &
Campbell-Brown, 2020) for the Canadian network
CAMO in order to automate the classification step cur-
rently partially performed by a human operator. The
network has been trained with the entire images to be
used as a complete detector (therefor a one step process-
ing chain). However, the number of false positives was
too high. The solution was to add a pre-detection step
as input of the network using the same image process-
ing techniques (addition of several frames, Hough trans-
forms). This processing chain has a detection probabil-
ity of 99.8% and can reach a frame rate of 21 fps with
a CPU Intel i7 6850k. Unfortunately, this CPU cannot
be embedded within a nano-satellite, its average TDP
is 140 Watt.

In the end, the image processing techniques dis-
cussed above are suitable when the camera is stationary
where the only movements come from celestial objects
and clouds. This is not the case for our nano-satellite.
Indeed, its movement (7.2 km/s) must be taken into
account in addition to that of Earth (460 m/s) mak-
ing these techniques unsuitable because all points move
between two frames. This is especially the case for
the frame differencing algorithm or fusions of multiple
frames (as shown in Figure 1).

Moreover, neural networks are mainly used as a com-
ponent of the processing chain and require a pre-
processing step using the same image processing tech-
niques as the others. The hardware used for inference
is also more powerful than that of a nano-satellite and
they are not compatible with the energy constraints of
a such embedded system.

For these reasons, we propose a new processing chain
adapted for space detection that can be optimized to
run in low-power system and using an optical flow esti-
mation.

aThermal Design Power

3 Processing Chain

The proposed chain is divided into seven steps.
The first step is an optical flow estimation. It is an

estimation of the apparent movement between two im-
ages for each pixel (in pixels by frame). The Horn &
Schunck algorithm (Horn & Schunck, 1981) in a pyrami-
dal version (Meinhardt-Llopis et al., 2013) is well suited
for the embedded constraints. Indeed, the algorithm is
iterative in order to improve the accuracy. The pyra-
midal side allows estimation of wider movements.

The second step is a threshold on the speed – set to
2.5 px/frame – giving a binary mask of the fastest pix-
els. This threshold has been set after a manual analysis
of video sequences of meteors (PERC, 2016) of ISS Me-
teor mission. In this mission they showed the feasibility
of a space observation of meteors but the recognition
step was done by human on Earth. Meteors movements
are faster than Earth movement so this step allows to
keep only the fastest pixels. Some others fast events can
also remain after this step and will be eliminate later.
Finally, two morphological operators (opening and clos-
ing) are applied on the binary mask in order to remove
lonely pixels and to regroup nearby clusters of pixels.

The third step is a Connected Component Labeling
(CCL) (Lacassagne & Zavidovique, 2009) that regroups
connected pixels together into a region and provides
then a unique label.

The fourth step is a Connected Component Analysis
(CCA) (Cabaret & Lacassagne, 2014) that computes
some features for each region such as its surface, or its
average speed v̄, the average angle ᾱ and its standard
deviation σα. The last two features are computed using
formulas adapted for circular data (Fisher, 1993):

C =
n
∑

i=1

cos(αi) (1)

S =
n
∑

i=1

sin(αi) (2)

R1 =
√

C2 + S2 (3)

ᾱ = atan2

(

C

n
,
S

n

)

(4)

σα =

√

−2× ln
R1

n
(5)

with n the number of pixels of the connected compo-
nent, and i the i-th pixel of the connected component
(and αi its angle).

The fifth step is a classification by the angular stan-
dard deviation. The connected components represent
the fastest objects of the scene like meteors, space de-
bris and lightnings and it is necessary to differentiate
them to keep only the first ones. The angular stan-
dard deviation is a good metric to do that. In fact, a
meteor has a rectilinear path that means all its pixels
have the same direction, inducing a low angular stan-
dard deviation. By contrast, the apparent movement of
a lightening is a circular wave, its pixels go in all direc-
tions, inducing a high angular standard deviation. This
step gives a list of supposed meteors.
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Figure 2 – CC = Connected Components, CCL = Connected Components Labeling, CCA = Connected Components
Analysis, v̄ = average speed, ᾱ = mean angle, σα = angular standard deviation, σmax = 30 deg, NMAJ = 3

The sixth step is a temporal tracking. This step
has two goals. Firstly, the temporal dimension allows
to confirm if a supposed meteor is a true meteor and
not a false positive. For that, a same supposed meteor
detected at least three times is considered as a true
meteor. Secondly, to group the meteor images in a se-
quence.

The last step consists of sending meteors sequences
on Earth. For meteor shower, the detection is limited to
20 meteors per day. In this case, the satellite will send
the data of the first and last frame of the sequence with
the regions of interest containing meteors. For sporadic
meteor, we plan one meteor per day and all frames of
it will be send.

A first port of these algorithms have been done on
the CPU of Nvidia Jetson boards to estimate the pro-
cessing time and the power consumption. For example,
the best configuration of Horn & Schunck on Nvidia
Jetson TX2 board consumes 22 ns/px and 133 nJ/px
(Petreto et al., 2018). The latest CPUs should further
improve these metrics.

4 Validation bench

A validation bench has been developed to qualify the
proposed processing chain. For that, 150 videos from
the ISS Meteor experiment were analyzed in which 50
meteors were found. A ground truth was built for each
meteor, containing the date and the coordinates for
appearance (x0, y0, t0) and disappearance (x1, y1, t1).
These information allow the calculation of the meteor’s
path.

Each sequence containing at least one meteor is
tested with the bench. A detection is considered as
valid if there is a supposed meteor progressing on the
ground truth trajectory and in the right direction. Fi-
nally, three scores are given.

(i) A binary score indicating if the meteor has been
detected on at least 3 frames or not.

(ii) A ratio of the number of frames labelled as con-
taining a meteor compared to the expected num-
bers of frames containing a meteor from the
ground truth.

(iii) And the number of false positives in the sequence.

5 Results

For this first version 48 meteors of 50 are detected,
which gives a detection probability of 96%. Moreover,
70% of images containing a meteor are labelled as such.
The 30% remaining may come from human approxima-
tion in the ground truths (e.g. the time frame number
of the beginning of the detection and/or the end of de-
tection) or meteor undetected with or without extrap-
olation.

As a reminder, the camera is considered in motion
pointing towards the Earth, not stationary on Earth
pointing towards the sky and the processing chain has
to deal with different types of scenes (see Figure 3) in-
creasing the difficulty and so, requiring more complex
algorithms. For this reason, these results can not be
directly compare to those of the state of the art.

6 Conclusion

In this work, a new processing chain for meteor de-
tection is proposed. It is designed to work on space ob-
servations in order to be embedded on the nano-satellite
of the Meteorix mission. A validation bench was devel-
oped to qualify the processing chain with a dataset of
meteors observed from space. The first results give a
detection probability close to 96%.
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picture contains a meteor (from Chiba sequences).
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MALBEC: discrepancy between expected and observed number of
meteors for stratospheric cameras

J. Vaubaillon 1, A. Rietze 2, D. Zilkova 3

The MALBEC project aims to observe meteors from two stratospheric platforms. The theoretical demonstration
of stratospheric double-station observation is performed, in terms of absolute and relative physical distance and
direction between the two cameras. These simulations are performed for almost any weather condition that
allows the flight. The reduced area for each camera field of view is computed thanks to the usual method. A
comparison with real data from (Ocaña et al., 2019) shows that the theoretical figures under-estimate the real
number of detected meteors by a factor of 5. Several studies are currently being conducted on this topic. Those
on-going studies are needed to fully reconcile the here described numbers of detected meteors.
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1 The MALBEC project

Meteor observation are widely performed using op-
tical cameras. When used in pairs of at least two, they
allow the triangulation of the meteors, yielding to more
scientific results (Vaubaillon et al., 2020). These are es-
pecially much needed to record meteor outburst, which,
by nature, are unique, and quite rare for one given
shower. Such outburst might last from a few dozen
minutes to a few hours. The recording of unique event
might be hampered by orbital geometry (e.g. radiant
under the horizon) or cloud cover (Vaubaillon et al.,
2015). In such a case mobile observations are required.

The Meteor Automated Light Balloon Experimen-
tal Camera (MALBEC) project aims to guarantee the
successful observation of meteor showers by setting a
double-station network of cameras in the stratosphere
for a few hours. We focus here on the feasibility of such
endeavour. Our previous work described the method
used to compute the expected 3D-trajectory of a strato-
spheric nacelle (Zilkova & Vaubaillon, 2019). For a
double-station observation, the physical distance be-
tween the two cameras should be in the [40; 120] km
range. In the framework of the MALBEC project, know-
ing that the two nacelle will experience different weather
conditions, we need to check if this condition holds true
for the entire observation duration. In addition, the two
cameras must point towards the same portion of atmo-
sphere in order to record the same meteor. Zilkova and
Vaubaillon (2019), and Vaubaillon et al. (2022) showed
that even under non-anti-cyclonic conditions, and with
a launch time shift of up to one minute, the physical
distance between the nacelles is kept well within the
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[40; 120] km range. Similarly, the change of azimuth
required to keep the two cameras pointing toward the
same portion of atmosphere at the meteor altitude is
fairly small.

However, in order to make the most of such obser-
vation, the overall orientation of the cameras must be
optimized. Usually, one camera is oriented so that the
azimuth points towards the other camera. However, in-
troducing a shift for both cameras leads to a greater
surveyed area at the altitude of the meteors. The ideal
geometry and azimuth shift is a compromise between
many factors, and must take into account the weather
and change of apparent location of the radiant. The cri-
terion to decide which geometry to choose is the num-
ber of expected recorded meteors, and the number of
double-station meteors allowing the computation of re-
liable orbits. In this paper, we focus on the expected
number of meteors recorded by the two cameras.

2 Expected number of recorded
meteors

The method to compute the expected number of me-
teors recorded by a camera was developed by several
authors, and what follows is a shortened version of the
following papers: Bellot Rubio (1994); Koschack and
Rendtel (1990); Gural and Jenniskens (2000); Koschny
and Zender (2000); Ocana et al. (2011); Ocaña (2017).

The number of meteors recorded by naked eye is
HRe = ZHR t sin(h) / r6.5−LMe , with the zenithal
hourly rate ZHR, the duration of the observation t, the
height of the radiant above the horizon h, the shower
population index r and the naked eye limiting magni-
tude LM . Under normal conditions, a human naked eye
has a limiting magnitude of 6.5 and field of view consid-
ered as a circle of ∼ 50 deg, which translates into a sur-
veyed area of 37000 km2 (Koschack & Rendtel, 1990).
A video camera will present a different field of view,
which is taken into account by computing a reduced of
Ared = Σfi Aphy, with Aphy the physical surveyed area
for a given pixel (or unit of 2D-angle) and fi a correc-
tion factor. fi takes into account the magnitude loss
caused by the airmass, physical distance, and apparent
velocity. It is worth mentioning that the latter depends
on the geometry, and therefore differs from one camera
to the other. The advantage of going stratospheric is
that the atmospheric absorption is low and the pointed
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Figure 1 – Example of reduced area an the extreme case where the field of view partly intercepts the Earth surface (black
cells). The color code indicates the relative value of the reduced area computed for each cell: green: low, blue: medium,
red: high.

elevation might be slightly negative (up to a few degrees
under the equivalent horizon for ground-based observa-
tions).

We have developed a software to compute the re-
duced area for each camera, given the features of the
lens, nacelle altitude and pointing direction, by mak-
ing an extensive use of SPICE (Acton et al., 2018) and
astropy (Astropy Collaboration et al., 2018). Figure 1
shows an example of the result of such computation for
an extreme but realistic case.

The program simulates the trajectory of the nacelles,
computes the respective reduced areas for single and
double-station observations, and provides the expected
number of recorded meteors. In order to compare these
simulations to reality, we consider real stratospheric ob-
servations of the 2016 GEM performed by Ocaña et al.
(2019) and Ocaña (2017). Their videos are freely avail-
able (Sanchez de Miguel & Gomez, 2017). In particular,
for records # 89-94 one can count up to ∼ 12 meteors
for a video record of 1’45. In comparison, taking into
account the camera LM and field of view, our software
computed that 2.2 meteors should be detected in such
a time duration.

3 Discussion

There is clearly a quite large discrepancy between
the observed and the computed number of meteors from
a stratospheric camera. Note that Molau et al. (2017a)
deduced ZHR ∼ 350hr−1 for ground-based camera ob-
servations, which is a factor of nearly 3 higher than from
visual measurements. Molau et al. (2017) and Molau
(2016) studies different factors that come in place for
video detection of meteors. For example, the presence
or absence of the Moon strongly influences the limit-
ing magnitude. Rendtel and Koschack (2021) called for
visual observations in order to better understand how

it affects the estimated ZHR. Similarly, the popula-
tion index strongly influences the number of detected
meteors. Blaauw et al. (2016) did not find such large
discrepancy for the Perseids. Recently, Richter (2021)
questioned the assumption of constant r, or the naked
eye limiting magnitude to be the same for stars and
meteors. We leave it to more experienced observers to
further study this topic. From this study, it appears,
that there is clearly some much needed additional work
to be performed in order to reconcile visual and video
observations of meteors.
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Collection of micrometeorites in the stratosphere

Justína Nováková 1, Michal Valíček 2, Andrej Buček 3, and Dušan Velič 1,3

A stratospheric balloon was launched to collect micrometeorites in the atmosphere up to 32 km. For this mission,
a collector module with an aerodynamic funnel was specially designed. Adhesiveness of samples to two surfaces
was tested – the rough side of a silicon wafer and the carbon tape. The collected particles were analysed using
several techniques, such as SEM, SIMS, and EDX. Similarities with carbonaceous chondrites and previously
reported interplanetary dust particles were evaluated. Overall, three micrometeorite candidates were found in
this mission and confirmed by the analysis. Future missions with emphasis on evasion of contaminants during
ascent in the lower stratosphere are prepared.
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1 Introduction

Micrometeorites (MMs) are dust particles with sizes
ranging from 30 µm to 1000µm accreted by Earth’s at-
mosphere. Their chemical composition is usually very
similar to carbonaceous chondrites (CCs) (Genge et al.,
1997). However, MMs differing in composition from any
known meteorites, enriched in particular with volatile
elements can also be found (Rietmeĳer, 2001). Morpho-
logically, MMs can be divided into three groups - melted
(cosmic spherules), partially melted (scoriaceous), and
unmelted (aggregates) (Genge et al., 2008). Analysis
of morphology is the first to be addressed when iden-
tifying MMs, however it is seldom unambiguous. In
particular, cosmic spherules can be easily mistaken for
anthropogenic dust particles from industrial factories.
For this reason, a petrological or chemical study has to
follow for correct identification of MMs.

The largest stratospheric collections were made by
NASA in 1960 to 1982. These missions were performed
using large aircrafts with aerosol traps, through which a
large volume of air was pumped for several hours. How-
ever, in the last few decades, targeted surface collec-
tions of micrometeorites are more usual, such as deep-
sea sediments filtration (Brownlee, 1985), melting of
Antarctic ice and snow (Maurette et al., 1991), and
filtration of loose sediments from Transantarctic moun-
tain. More recently, collections from large area rooftops
were carried out by Genge et al. (2017). Depending on
the surrounding conditions, different samples are col-
lected. Collections from deep-sea sediments served as
first building-blocks for a systematic study of microm-
eteorites by Brownlee et al. (1994). These samples are
usually heavily weathered due to the presence of salt
water, which is why cosmic spherules enriched in Fe are
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Bratislava, Ilkovičova 6, 84208 Bratislava, Slovakia.
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usually found. On the other hand, samples from polar
regions experiences little to no weathering. These col-
lections consist of large numbers of cosmic spherules, as
well as unmelted MMs.

The origin of our balloon project started a few years
ago by the idea of Juraj Tóth (private communication).
He suggested to try in-situ sampling of meteoritic par-
ticles over Slovakia, where AMOS network is monitor-
ing meteor activity. Stratospheric sampling of specific
meteor showers or bright fireballs would be the ulti-
mate goal of the project. On 13th September 2020,
we attempted a stratospheric collection of dust parti-
cles (flight of KVÚ I.), with a subsequent morpholog-
ical and chemical analysis. In this report, we describe
the collecting apparatus, which we designed, and the
analytical steps, which led us to identifying three possi-
ble micrometeorite samples. The emphasis for the first
design lay on the low-cost of manufacturing.

2 Materials and methods
A stratospheric balloon for a 1200g load was used.

Underneath the balloon, the collection module, the elec-
tronics, and the collection module were suspended.

2.1 Collection module
The collection module is a 150 × 150 × 150 mm3

cube, printed on the 3D printer Prusa i3MK2S MMU1
3D from PETG material. The 3D model of the module
is shown in Figure 1. At the edges, dural tubes hold the
construction together. Carbon tubes are inserted into
the device’s top cover, and onto them, an aluminium
plated PET foil is fastened. The top and bottom covers
have a spiral ventral opening, to ensure good air flow in
and out of the device.

Inside the module, a silicon wafer is fastened onto a
round holder. Half of the silicon wafer is covered with
carbon tapes, the other half is the bare rough side of the
silicon wafer, to test the adhesiveness of dust particles
to different surfaces. On one side of the holder, a hole
is drilled for magnet placement, to enhance collection
of magnetic dust particles.

2.2 Electronics
Communication with the balloon during flight is en-

sured by the radio-probe. The radio-probe is controlled
by the Arduino microcomputer, which is responsible for
communication with different components, such as U-
blox GPS, digital thermometer, SD card, and APRS
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Figure 1 – 3D model of the collection module KVÚ I.

transmitter. The radio-probe is also responsible for sav-
ing all data on the memory card. It is charged by a
Li-Ion battery with suitable discharge characteristic in
low temperatures. A schematic view of the radio-probe
is shown in Figure 2.

The U-blox GPS sends information about the bal-
loon’s location periodically into the microcomputer via
USART. U-blox GPS modules provide different operat-
ing regimes including flight modes working even above
18 km (still following the boundaries by limiting the out-
put by maximum speed). The digital thermometer with
a temperature range of ±50◦C sends information to Ar-
duino by I2C.

The microcomputer generates an APRS data pack-
age from all the received information. This package is
then sent into the APRS transmitter, connected to a
laminate antenna, used for its low weight. A new data
package is transmitted every two minutes at 144.8 MHz
and received by the network of APRS digipeaters and
internet gates operated by radio amateurs. However,
it gets deformed during the flight, which may result
in transmission errors. To avoid information loss, the
microcomputer saves simultaneously all information on
the SD card, which is a back-up for all files going
through the microcomputer. All electronic components
are enclosed in a polystyrene box to keep them in the
range of operating temperatures.

2.3 Flight

On 13th September 2020, the stratospheric mission
KVÚ I. took off from Partizánske airport (central Slo-
vakia, +48.61949◦ N, 18.33024◦ E). A small balloon
filled with 3.6 m3 of helium was used. Due to changing
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Arduino
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thermometers
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Figure 2 – Schematic view of the radio-probe of KVÚ I. All
information (GPS location, temperature) is sent into the Ar-
duino microcomputer. The Arduino saves this information
on the SD card, and generates an APRS data package, which
is then sent via the APRS transmitter every two minutes at
144.8 MHz.

pressure, the balloon extended from 2 m at the ground
level to 10 m at 32 km altitude, where it burst. Dur-
ing the flight, the radio-probe was recording telemetric
data (altitude, velocity, inside and outside temperature,
GPS). These data are depicted in Figure 3.

The solid gray line represents the changing altitude,
the dotted black line represents the almost constant ve-
locity during ascension (from 2 m s−1 to 5 m s−1). After
the bursting of the balloon, the module fell with a ve-
locity of ≈ 42 m s−1. When it reached the troposphere,
(≈ 18 km) the higher air density slowed the fall veloc-
ity to 10 m s−1 to 5 m s−1. The outside temperature,
represented by the dashed gray line, decreased under
the thermometer range of −50◦C. The inside tempera-
ture, represented by the dash-dotted gray line, did not
decrease below −16◦C. Therefore, the polystyrene box
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Figure 3 – Data on the altitude (gray solid line), outside
and electronics temperature (dot-dashed and dashed gray
lines), and module velocity (black dotted line). The out-
side temperature exceeded the thermometer’s temperature
range, therefore the data after cca 12 500 m altitude do not
correspond to real temperatures.
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Figure 4 – Photographs of the five samples selected for further analysis after the morphological study under optical
microscope.

proved to be useful in protecting the electronics. The
last radio-probe signal was sent from 224mAMSL.

The collection module was found near the town Beša
(South of Slovakia, 48.14433◦ N, 18.40363◦ E). The
module was disassembled on site, and the silicon wafer
holder with samples was placed into a desiccator to
avoid further contamination.

3 Identification of micrometeorites

Three different analytical techniques were used to
isolate samples from contaminants. First, a morpholog-
ical study was performed, using an optical microscope
Axiocam 20B color (Zeiss). Based on their morphology
five samples were selected for further analysis – three
spherules with glossy surface (samples 01–03), and two
irregularly shaped particles (samples 04 and 05). The
samples are depicted in Figure 4.

Sample 01 bears thin cracks on the surface, very
similar to known cosmic spherules. Samples 02 and 03
are semi-transparent. Sample 02 has a small inclusion
on top. Sample 03 has only a transparent shell, with a
darker nuclei visible beneath. Sample 04 is a relatively
large particle, around 400× 400 µm2, with very glossy
surface. Sample 05 is an aggregate of many smaller
particles, which appear to be yellow-brownish minerals.
This particle is about 400µm long and 200µm wide.

Following the morphological study, two techniques
were used for sample characterization – Secondary Ion
Mass Spectrometry (SIMS) and Energy Dispersive X-
ray Spectroscopy (EDX) equipped with Scanning Elec-
tron Microprobe (SEM).

3.1 SIMS analysis
The SIMS analysis is qualitative, i.e. it does not pro-

vide information on the quantity of the identified ele-
ments and molecules. However, it is a tool with high

mass resolution, up to m/∆m = 1000. With SIMS, it
is possible to identify elements in the range of 0 u to
10000 u. Although the quantity of elements is not pre-
served, the relative ratio of any element’s isotopes is
conserved.

After the characterization by SIMS, sample 04 was
removed from further analysis by EDX spectroscopy.
It was concluded, that this sample is heavily contami-
nated, and contains mostly organic compounds uncom-
mon for micrometeorite samples, with very little min-
eral components.

In the last few years, we established a Convolutional
Neural Network (CNN) (Novakova et al., 2020), which
works with data from SIMS. Specifically, data from six
different carbonaceous chondrites (CCs) were learned
by this CNN, and compared with data from the five
possible micrometeorite samples. Results of this analy-
sis can be seen in Table 1.

As can be seen from Table 1, spectra of samples 02
and 03 are in good agreement with the spectra of two
of the CCs. Sample 01 spectra are slightly similar to
two of the CCs. Likewise, spectra of sample 05 show
some similarity with one of the CCs. However, these
are not conclusive and the samples need to be further
characterized.

3.2 SEM-EDX analysis

The SEM-EDX is a high-precision analysis for quan-
tification of elemental composition. Moreover, the elec-
tron microprobe can be used for a better understanding
of the surface structure of the sample.

First, additional information about the structure of
sample 01 was evaluated. It showed a flaky composition
on the SEM, as shown in Figure 5. Therefore, it was
removed from the possible micrometeorite candidates.

Table 1 – Evaluation of similarity between the positive polarity spectra of six carbonaceous chondrites and four potential
micrometeorite samples.

similarity evaluation / %
sample Moss NWA6604 NWA7184 NWA8038 NWA8040 Sue003

01 0.00 56.95 0.00 42.49 0.55 0.00
02 0.02 88.87 0.00 10.51 0.34 0.00
03 0.06 0.79 0.63 93.60 0.85 3.11
05 0.65 18.25 2.46 55.36 8.71 1.95
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Figure 5 – SEM photograph of sample 01, where the flaky
structure of the sample surface is visible.

The data from the EDX analysis for the three sam-
ples (02, 03, 05) were compared with the Standard
Abundance Distribution (SAD) of the Solar System.
The data of the possible micrometeorite candidates
should be consistent with the SAD within a factor of
three. For samples 02 and 05, these values were con-
sistent, but not for all the elements. For sample 03, it
was impossible to perform the SEM-EDX, because of
the charging of the sample. We attempted to coat this
sample in Au-Pd (80/20). However, during this proce-
dure, the sample surface reacted with the coating, and
it was impossible to evaluate the data.

To have conclusive evidence about the origin of the
sample 05, we tried to search through literature for
data of already verified micrometeorites or Interplan-
etary Dust Particles (IDPs). Thomas et al. (1992) re-
ported on the bulk composition of six IDPs from
NASA/JSC cosmic dust catalogues. The bulk compo-
sition of the sample 05 is similar of one of the particles,
L2005R7, as seen in Table 2.

There is a large discrepancy of the amount of car-
bon, as well as calcium in our sample compared to the
L2005R7 particle. The high carbon content can be ex-
plained by the presence of carbon tapes on the silicon
wafer, as the sample 05 was found on one of the car-
bon tape’s edges. The high calcium content is most
probably due to the contamination from atmospheric
aerosols.

4 Conclusion and future research
The collection module we designed and launched

proved capable of collecting dust particles in the strato-
sphere. We reported the recovery of three possible mi-
crometeorite candidates, which were thoroughly charac-
terized by optical microscopy, SIMS analysis, and SEM-
EDX analysis. The data acquired from SIMS were com-
pared with six carbonaceous chondrites from different
CC groups. The comparison was performed within a

Table 2 – Comparison of compositions of the sample 05 and
the IDP L2005R7, as reported by Thomas et al. (1992).
Elemental ratios are given relative to the silicon abundance.

ratio C/Si Mg/Si S/Si Ca/Si Fe/Si Ni/Si
L2005R7 1.1 0.7 0.1 0.01 0.5 0.02

S05 25.37 0.20 0.11 0.31 0.33 0.02

CNN. Further analysis from SEM-EDX confirmed the
results from our CNN.

One of the issues we came across is the contamina-
tion by carbon tape. Although not all samples were
found on the taped half of the silicon wafer, it was im-
possible to evaluate the carbon peaks in any of the sam-
ples, as each sample probably came into contact with
the carbon tape. Therefore, the question of using the
carbon tape has to be addressed before each flight, de-
pending on the analytical technique to be used when
identifying samples after the collection. In the case of
using SIMS coupled with CNN, this issue was not a
problem, as it is possible to ignore the carbon isotope
peaks in every spectrum (trained, as well as compared),
and evaluate only the other elemental features. This
treatment is possible as a part of data preprocessing, if
there is a suspicion, that the network is malfunctioning
due to carbon peak bias.

The vital part of a stratospheric dust collection mis-
sion is the analytical procedure after the flight. We
conclude, that access to at least two independent ana-
lytical techniques is necessary for unbiased conclusions,
because the data from one analysis may not necessarily
by unambiguous, as was the case with samples 03 and
05.

The main struggle of the first KVÚ mission was the
optical microscopy analysis. It proved to be more time-
consuming than expected, mainly due to a large number
of objects captured on the silicon wafer, most of which
are contaminants from troposphere and lower strato-
sphere. To avoid most of these objects, a shutter was
designed and printed for the KVÚ II. mission. The shut-
ter should open automatically at 25 km, which should
allow us to evade most of these ‘junk’ objects. A fisheye
camera should be mounted above the collection module
to monitor the correct opening and closing of the shut-
ter.

For the KVÚ I. and KVÚ II. designs, the collection
only during the ascension of the balloon is expected.
The first reason is that there is not enough space for
a double sided wafer, and a design in which the whole
module with funnel should flip is too challenging. More-
over, after the bursting of the balloon, a large amount
of dust will be released and will surround the module.
Therefore, to avoid contaminants as much as possible,
only an ascending collection is considered. A possibility
to collect during ascent as well as during descent is one
of the possible arrangements for a KVÚ III. mission.
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Reconstructing meteoroid trajectories using BRAMS data

Hervé Lamy 1, Joachim Balis, Michel Anciaux

This paper summarizes our recent efforts in retrieving meteoroid trajectories using data from the forward scatter
radio system BRAMS. Two methods are presented, one based only on the knowledge of time delays measured
between meteor echoes observed at various receiving stations, and one including information from a radio
interferometer in addition to the time delays measurements. For comparison about the quality of trajectory
reconstruction, data from the optical CAMS-BeNeLux network are used. A third method is briefly presented
assuming the total range traveled by the radio wave is known at all receiving stations. This work contains only
preliminary results available at the end of summer 2021. Discussions about improvements are provided at the
end of the paper.
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1 Introduction
The BRAMS (Belgian RAdio Meteor Stations) net-

work is a Belgian project using forward scatter of radio
waves to detect and characterize meteoroids. It com-
prises a dedicated transmitter located in the South-
West of Belgium and 38 receiving stations spread all
over the Belgian territory and neighbouring countries
(see Figure 1 for status in September 2021).

Figure 1 – Map of the BRAMS network in September 2021.
The blue triangle is the transmitter located in Dourbes while
the green dots are the 38 active receiving stations at the
time.

The transmitter emits a circularly polarized contin-
uous radio wave with no modulation at a frequency of
49.97 MHz with a power of 130 watts. All the receiv-
ing stations are using a 3-element Yagi antenna set-up
vertically and trained in azimuth on the transmitter.
In September 2021, approximately half of the receiv-
ing stations were using analog ICOM-R75 receivers, an
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external sound card to sample the signal coming from
the receiver, and were controlled by the freeware pro-
gram Spectrum Lab running on a Windows PC (see
e.g. Lamy et al., 2015). The other half uses digital SDR-
RSP2 receivers controlled by a Linux system running on
a Raspberry Pi (Anciaux et al., 2020). All stations are
equipped with a Garmin GPS that provides timestamps
to the BRAMS data and allows a time synchronization
between the receiving stations. Additional features of
the receiving stations are not described here and we
refer the reader to previous publications in the Pro-
ceedings of the IMC. A paper is also in preparation to
describe the BRAMS network and data in full detail.

One of the difficulties with forward scatter systems
is the determination of individual meteoroid trajectory
and speed as the geometry is more complex than in
the case of backscatter systems. In the specific case of
BRAMS, the absence of modulation in the CW trans-
mitted signal does not allow to estimate the total range
traveled by the radio wave between the transmitter (Tx),
the reflection point and the receiver (Rx), and there-
fore makes the problem even more complex. We present
here an attempt to retrieve meteoroid trajectories using
BRAMS data. Two methods are considered: one based
only on measurements of time delays between meteor
echoes recorded at different receiving stations, and one
using the same data but complemented with data from
the radio interferometer located in the Humain station
which provides the direction of one specular reflection
point. A (currently) hypothetical method is also pre-
sented assuming that the total range traveled by the
radio wave is known for all receiving stations. In order
to assess the quality of the reconstruction, a compar-
ison with data from the CAMS-BeNeLux network is
provided.

2 Two methods to determine
meteoroid trajectory and speed

The first method (hereafter called Method 1) is
based purely on geometrical considerations and relies on
the specularity condition of the reflection of the radio
wave. The specular reflection point is the point along
the meteoroid path for which the total distance trav-
eled by the radio wave is minimum, which means that
the total distance Si = RTi + RRi must be minimum
for each receiving station i. Because the geometry Tx-
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Trajectory number Date Tbeg V∞ XHum YHum ZHum

hh:mm:ss km/s km km km
79 29/07/2020 23:14:00 41.96 45.24 57.95 95.37
105 29/07/2020 23:36:28 41.83 122.45 93.60 99.97
149 30/07/2020 00:17:18 26.45 −89.21 92.87 89.48
188 30/07/2020 00:51:27 29.95 −52.92 21.33 88.48
282 30/07/2020 01:44:28 40.59 −96.02 35.01 88.70
477 30/07/2020 22:07:58 61.36 −80.56 7.74 102.12
532 30/07/2020 22:56:54 36.90 39.56 50.58 92.07
536 30/07/2020 23:06:55 65.07 22.62 199.53 106.10
598 30/07/2020 23:43:54 70.46 6.91 158.72 103.19
654 31/07/2020 00:21:21 15.49 67.98 10.19 80.15
709 31/07/2020 00:48:40 63.70 −32.89 108.71 95.53
773 31/07/2020 01:25:38 65.68 −94.82 62.32 96.97

Table 1 – Selected CAMS trajectories used for comparison with the reconstructed trajectories using BRAMS data. Tbeg

is the begin time of the visual CAMS observation. V∞ is the speed of the meteoroid at the top of the atmosphere. XHum,
YHum, and ZHum are the coordinates of the specular reflection point for the Humain station in a Cartesian referential
centered on the Dourbes transmitter. X is directed East-West and counted positive towards East, Y is directed North-
South and counted positive towards North.

Rxi is different for each receiving station Rxi, the cor-
responding reflection points will be located at various
positions along the meteoroid path. This is illustrated
in Figure 2 for a reference station Rx0 and another sta-
tion Rxi. In this example, the specular reflection point
P0 for the reference station is created before the cor-
responding reflection point Pi. The distance between
the two points depends on the speed of the meteoroid
which is here assumed constant. As a consequence, the
reference station will detect a meteor echo shortly be-
fore receiving station i, the time delay between meteor
echoes depending on the meteoroid path and speed.

A meteoroid trajectory can be defined by the 3D
Cartesian coordinates of one point (the one correspond-
ing to a reference station) and the three components
of the velocity which provides the direction (assuming
again a constant speed). This gives a total of six un-
knowns (respectively called X0, Y0, Z0, vx, vy and vz)
and therefore the need to have at least six equations.
In Method 1, these equations are provided by the fact
that the total derivative, dSi/dt, must be equal to 0
for at least six stations i = 1, . . . , 6. The mathemati-
cal details will be provided elsewhere. This leads to a
set of ≥ 6 non-linear equations which contains the 6 un-

Figure 2 – Geometry of the problem for Method 1.

knowns and the time delays ∆ ti between meteor echoes
recorded at station i and the reference station. A non-
linear solver must then be used to solve this set of equa-
tions and to take into account additional constraints on
the unknowns, such as the height of all reflection points
which must lie between e.g. 85 and 110 km altitude, or
the speed of the meteoroid which must be larger than
∼ 11 km/s.

Note that a similar technique has been developed
recently for CMOR (Mazur et al., 2020) but the authors
use two additional assumptions that simplify the set
of non-linear equations. The first is that the reference
receiving site is a backscatter system, which leads to
the condition ~r0.~v = 0 where ~r0 is the vector linking
the transmitter to the reference reflection point. The
second assumption is that the remote sites are rather
close to the transmitter (distances ≤ 20 km). These
two assumptions allow to simplify the set of non-linear
equations into a set of linear equations for only the 3
components of the velocity. Unfortunately, neither of
these assumptions are valid for the BRAMS network
and we have therefore to solve the complete set of non-
linear equations.

The second method (hereafter called Method 2) is
using the same assumptions as Method 1 but includes
data from our interferometric radio station located in
Humain. Unlike the other receiving stations, it uses
5 antennas in the so-called Jones configuration (Jones
et al., 1998; Lamy et al., 2018) and allows to determine
the direction of arrival of the meteor echo to within ap-
proximately 1◦. The interferometer provides two more
equations for the azimuth and elevation of the specu-
lar reflection point but does not provide its exact po-
sition. With these additional equations, we only need
time delays measured between 3 additional stations and
a reference station in order to get at least 6 equations.

3 Validation procedure

To validate the reconstruction of the trajectory us-
ing BRAMS data and Method 1 or 2, optical data com-
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ing from the CAMS BeNeLux network are used (Jen-
niskens et al., 2011; Roggemans et al., 2016). BIRA-
IASB is a member of this network and provides daily
data from 4 cameras. Data were provided for 2 clear
consecutive nights from 29 to 31 July 2020, in a pe-
riod without any strong activity from meteor showers.
Among the 948 available trajectories, a selection was
made based on the following criteria : (i) most of the
trajectories are not located above Belgium and there-
fore not geometrically suitable to be detected by our
BRAMS receiving stations, (ii) each trajectory must be
detected by at least 6 stations, otherwise we reject it,
(iii) because we want to compare Methods 1 & 2, one
of these stations must be the interferometer in Humain,
and (iv) we restrict ourselves as much as possible to
underdense meteor echoes in order to ensure that the
specularity condition is valid. The application of these
criteria resulted in a selection of 12 suitable CAMS tra-
jectories. The parameters of these trajectories are sum-
marized in Table 1.

The three coordinates of the reflection point for the
reference station in Humain are computed knowing the
trajectory (e.g. Lamy et al., 2016). Together with the 3
velocity components (projections of V∞ along the tra-
jectory, from CAMS data, onto the reference frame cen-
tered on Dourbes), they constitute our six unknowns to
retrieve the meteoroid trajectory and speed.

4 Determination of time delays

In the frame of the BRAMS network, the only mea-
surements available are the time delays measured be-
tween the start of a meteor echo at various receiving
stations and that at the reference station. The start of
the meteor echo is chosen as the time when it rises to
half the peak power. This should indeed correspond to
the instant at which the specular reflection occurs. This
process is done using only underdense meteor echoes,
which therefore avoids using a possible additional larger
maximum later on in the case of an overdense meteor
echo.
Meteor echoes are first identified in the BRAMS spec-
trograms based on their approximate expected time of
appearances which correspond to the passage of the
meteoroid at the reflection points. These times are
computed based on the initial time and height of the
CAMS trajectory, and on the speed of the meteoroid.
A visual inspection was done for this study to avoid
selecting another meteor echo randomly appearing at
approximately the same time. An automatic procedure
is planned for this task in the future. Once the me-
teor echoes have been identified in the spectrograms,
their frequency range can be computed automatically
(see top panel of Figure 3). If this frequency range
contains the frequency of the direct signal coming from
the transmitter, the latter is first reconstructed using
a local (i.e. computed every 5 seconds) FFT and then
subtracted from the raw data (see middle panel of Fig-
ure 3). A Blackman filter of high order is then used
to remove the noise at frequencies where the meteor
echo does not appear. After these two steps, an accu-

rate determination of the start of the meteor echo can
be computed on the power profile (see bottom panel of
Figure 3).

Figure 3 – Top Panel: Example of one meteor echo cor-
responding to CAMS trajectory 598 detected in the spec-
trogram of Humain (red rectangle). Middle Panel : same
spectrogram obtained after subtracting the reconstructed di-
rect signal coming from the transmitter from the raw data.
Bottom panel : power profile of the meteor echo obtained
after filtering all frequencies not included in the red rectan-
gle. The time corresponding to half-peak power in the rising
edge of the echo is marked.
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5 Preliminary results

The results presented here were obtained during a
master thesis organized at the University of Liège with
supervision from the BRAMS team, and represent the
work in progress on this topic at the time of the online
International Meteor Conference organized in Septem-
ber 2021.

Codes were written in Matlab. The solver used to
resolve the set of non-linear equations described in Sec-
tion 2 was “lsqnonlin” which searches for the set of un-
knowns that minimizes the sum of the squares of the
non-linear equations dSi/dt = 0. This approach was
not completely appropriate as this solver does not allow
the application of constraints on some of the parame-
ters (height of the specular reflection point and total
speed of the meteoroid) in a simple way. Moreover, the
target objective trying to minimize the total distances
traveled by the radio waves proved to not be effective
enough.

As a result, Method 1 using only time delays failed
as illustrated on Figure 4 for trajectory 105. This figure
presents the projected CAMS trajectory as well as the
reconstructed one in the horizontal XY plane and in the
vertical XZ plane, where coordinates X,Y, and Z are
given in a local Cartesian frame centered on Dourbes.
It can be seen that the position of the specular reflection
point for the reference station in Humain is completely
wrong. The direction of the trajectory (velocity vector)
is also very inaccurate although closer to the correct
one. This behavior was similar for all other trajectories
listed in Table 1.

Figure 5 presents the results obtained for trajectory
105 in the same horizontal and vertical planes but using
Method 2. Since the direction of the reflection point is
constrained via equations including the interferometer
data, it is now correctly retrieved and this helps greatly
the reconstruction of the trajectory. The altitude of
the reflection point is still not accurate enough with
an error of a few kilometers. The speed direction is
accurate to 1.5◦ and the magnitude (40.7 km/s) is close
to the one measured by CAMS (41.8 km/s). Note that
CAMS includes a deceleration model that is not taken
into account here. However, the CAMS deceleration
parameters were small for trajectory 105.

Although the results are not accurate enough yet,
they are encouraging. The results obtained with
Method 2 for all 12 trajectories considered for this study
are presented in Figure 6. Trajectory 105 is on the right
side of this figure. The conclusions for most of the tra-
jectories are identical to those presented for trajectory
105: velocity magnitude and direction are rather close
to the CAMS measurements. The altitude of the recon-
structed reflection point is slightly different from the
position calculated on the CAMS trajectory. This dif-
ference depends on the elevation of the specular reflec-
tion point.

6 Discussions and perspectives

Method 1 is very important since it is the only one
that can be applied to all archived BRAMS data of the

Figure 4 – Example of result obtained for CAMS trajectory
105 using Method 1.

Figure 5 – Example of result obtained for CAMS trajectory
105 using Method 2.

last 10 years. Improvements such as the use of a more
appropriate solver, the use of a better target objective,
etc, have been considered since the IMC2021 and will
be presented in a forthcoming paper. Method 2 works
already much better, even at this stage of development,
but cannot be applied to a lot of data since it requests
to have at least 3 stations detecting the same meteor
as the interferometer located in Humain. The number
of receiving stations close to Humain is rather low and
priority will be given to searching new locations nearby
to welcome future BRAMS stations. Another priority
will be to install new receiving stations to create lo-
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Figure 6 – Results obtained for the 12 selected CAMS tra-
jectories using Method 2. The projections are shown in the
horizontal XY plane. The position of the interferometer in
Humain is indicated by the plus symbol.

cal clusters of stations as we did in 2020 in the Lim-
burg province (North-East of Belgium). Indeed, since
Method 1 requires at least 6 stations but preferably
more, we need stations located not too far away from
each other (in order to detect the same meteors) but
not too close either (otherwise the time delays become
very small and of the order of the measurement uncer-
tainty). A spatial separation of the order of 10–30 km
is therefore adequate.

Finally, we have considered another possibility for
the future: including some sort of phase-coding in the
transmitted CW signal in order to be able to access the
total range traveled by the radio wave (see e.g. Vieri-
nen at al., 2016). It is out of the scope of this paper to
discuss the feasibility and potential complications of im-
plementing this technique in the BRAMS network but
simulations have been conducted to see what would be
the advantages for meteoroid trajectory reconstruction.
In this case, one additional equation describing the total
distance traveled by the radio wave would become avail-
able for each receiving station. Therefore, data from
only 3 stations would be enough since we would have
6 equations for 6 unknowns with the 3 equations pro-
viding dSi/dt = 0. This was tested for the 12 selected
trajectories (using the same solver) and results are pre-
sented in Figure 7. The reconstructed trajectories are
very close or sometimes overlap with the CAMS ones.
The reconstructed speeds are also in very good agree-
ment with the CAMS measurements.

In conclusion, implementing a method to obtain the
total range (e.g. using a CW phase coding) would cer-
tainly be of great benefit in the future but the tech-
nical implementation and subsequent data analysis is
not trivial. Nevertheless, a lot of effort and develop-
ment are currently made on methods 1 and 2 since they
can be applied to a lot of current and archived BRAMS
data. The results will be presented in another publica-
tion. Further development, improvement and extension
of the BRAMS network are also constantly envisaged.
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Spectral Calibration of Meteors: An Elevation-Dependent
Atmospheric Correction

Salvatore Vicinanza 1,2, Detlef Koschny 2, Regina Rudawska 2,3, Daphne Stam 1, Wouter van der
Wal 1, Joe Zender 2

By analysing the spectra of meteors ablating in the Earth’s atmosphere, one can acquire valuable information
about the composition of their parent bodies (asteroids and comets). A challenge to the accurate composition
inference from meteor spectra comes from the correction for the atmospheric extinction; its dependence on
the elevation of the meteor is particularly challenging, though often not considered in the calibration chains.
The main novelty of this research is the development of an elevation-dependent approach for the atmospheric
extinction correction of meteor spectra and the assessment of its significance for the accuracy of meteoroid
composition inference.

The procedure developed for the spectral calibration corrects meteor spectra for the different extinction during
a meteor’s path in the atmosphere. The spectra are corrected for the direction of the incoming radiation and
the scattering of gas molecules and aerosols, using an atmospheric correction vector. This vector depends on the
meteor’s elevation (both angle above horizon and elevation above ground) at the time of the frame observation
and a different correction vector is estimated for each frame observed. This elevation-dependent procedure differs
from the state-of-the-art practice of applying the same correction over all frames of the observed meteor spectrum.

An improvement results on the analyses of meteor spectra if the elevation-dependent atmospheric correction is
applied. Using a case study, we show that the intensity of spectral features below 400 nm can differ by more than
20% when the elevation dependence of the extinction is considered as part of the spectral calibration pipeline.
The use of this atmospheric correction has significance for the accuracy of meteoroid composition inference,
especially for elements emitting at lower wavelengths. We show that the estimation of the Fe and Ca abundance
in the case-study meteoroid increase by 10% after the application of this new spectral calibration procedure.
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1 Introduction

1.1 Background and Research Overview
Meteor spectroscopy is based on remote observa-

tions of ablating meteoroids in the atmosphere. For
this reason, although meteor spectra observed by on-
ground cameras primarily reflect the internal compo-
sition of meteoroids, they are also inherently affected
by the type of meteoroid-atmosphere interaction tak-
ing place during each event. The Earth’s atmosphere
influences the amount of light transmitted from the me-
teor to the observing camera. Consequently, it modifies
the intensities of meteor spectra features observed from
ground. To accurately infer the composition of mete-
oroids in space, it is thus important to correct for the
effects of optical atmospheric extinction.

Atmospheric extinction depends on the optical
paths, and hence on the elevation of the meteoroid in
its passage through the atmosphere. Specifically, the
extinction varies with the elevation angular term (an-
gle above horizon) and linear term (elevation above
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ground). Therefore, a precise calibration pipeline should
provide a correction based on the meteor’s elevation
change along its path in the atmosphere. Instead, in
meteor spectroscopy research, generally the same at-
mospheric correction is applied over all the frames ob-
served for a meteor event, using a “standard curve” of
the atmospheric extinction (Dubs & Maeda, 2016); cal-
ibrations with these standard curves do not account for
the variation in atmospheric extinction along the me-
teor’s path. To the best of our knowledge, no research
in literature has yet investigated in detail the effects on
the accuracy of the meteoroid inference, resulting from
the application of an elevation-dependent approach for
atmospheric calibration.

This research was conducted within the framework
of ESA’s Meteor Research Group (MRG) and builds
upon the already-available MRG data reduction and
calibration pipelines (Zender et al., 2014; Rudawska
et al., 2020). The MRG operates the Canary Island
Long-Baseline Observatory (CILBO). From CILBO,
first-order spectra of meteors are collected on the spec-
tral camera, i.e. ICC8 (Koschny et al., 2013). Previ-
ous research within the MRG, including Rudawska et
al. (2020) and Löhle et al. (2021), analysed the 400–
800 nm features for a set of meteor spectra collected
by CILBO, in the order of 50 events. Features outside
the 400–800nm range were neglected, due to the lim-
ited instrument sensitivity at these wavelengths, which
was originally obtained from on-site laboratory calibra-
tion. Moreover, the original MRG calibration pipeline
did not include any type of atmospheric correction, not
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even the “standard curve” correction mentioned in the
previous paragraph.

In the present research, a larger set of data from
CILBO was analysed, with more than 350 new events
inspected. From this larger set, it was noted that the
intensity of features outside the 400–800nm range was
significant for some events, especially for the features
at the lowest wavelengths. Thus, we decided to en-
large the wavelength range of interest for spectral anal-
ysis outside the original 400–800nm range; this led to
the characterisation of an instrument response curve in
the range 350 nm–840 nm. Moreover, it was observed
that spectral features change depending on the eleva-
tion of the meteor. Hence, we investigated how the at-
mospheric extinction variation with meteor’s elevation
influence meteor spectra features.

To gain a better understanding about the effects
which the variation of atmospheric extinction with the
meteor’s elevation has on meteor spectra, an elevation-
dependent procedure for atmospheric calibration was
developed and validated within this research. The main
objective of this paper is to discuss this procedure and
present results from a case study, showing how this cal-
ibration pipeline can improve the accuracy of the me-
teoroid composition inference obtained during meteor
spectral analysis. This is addressed in the following
sections of the paper.

Section 1.2 introduces the experimental setup used
in this research, i.e. CILBO. Section 2 explores the
newly developed spectral calibration pipeline. In par-
ticular, section 2.1 describes the methodology and val-
idation of the procedure for elevation-dependent atmo-
spheric calibration, while section 2.2 presents the char-
acterisation of the instrument spectral sensitivity curve
in the range 350–840nm. Section 3 presents the re-
sults from the case study considered: the meteor event
observed on 2012 June 01 at 22h51m00s, local time (Ca-
nary Islands, Spain)a. Finally, section 4 gives the con-
clusions for the paper.

1.2 Our experimental setup: CILBO
CILBO is located in the Canary Islands, Spain. It

has a double-station setup of intensified CCD video
cameras (ICC). The video cameras are Toshiba Teli
CS8310Bi, delivering phase-alternating line (PAL) video
streams (Koschny et al., 2013). Three image-intensified
cameras are mounted in two different locations: ICC8
and ICC7 mounted in Tenerife (CILBO-T station) and
ICC9 in La Palma (CILBO-L station); all CILBO cam-
eras monitor the same portion of sky, as sketched in
Figure 1. Data from ICC8 and ICC7 represent the pri-
mary source for this study. ICC7 records the zeroth
order of meteors. ICC8 is equipped with a Zeiss trans-
mission grating in front of its lens (see Figure 2). The
grating is mounted at an angle to optimize the acqui-
sition of the first-order spectra. Both ICC8 and ICC7
have a frame rate of 25 frames per second (time reso-
lution of 0.04s), an image resolution of 768×576px and

aAll times are expressed in the time zone of the Canary Is-
lands, Spain (UTC±00:00), where the meteor observations of this
research were made.

Figure 1 – Sketch of CILBO’s double station camera set-up
(Koschny et al., 2013).

Figure 2 – CILBO’s ICC8 block diagram (Zender et al.,
2014).

8 bit dynamic accuracy.
ICC7 and ICC8 run on the same local computer,

with ICC7 continuously recording images of the night
sky and ICC8 waiting in standby. When the MetRec
software (Molau & Gural, 2005) detects a meteor in
ICC7’s field of view, it triggers the acquisition of the
frames from ICC8. Then, both ICC8 and ICC7 frames
with detected meteors are saved as BMP files.

2 Spectral Calibration of Meteors

2.1 Atmospheric Calibration
The atmospheric calibration corrects meteor spectra

for the wavelength-specific extinction of the whole at-
mosphere between the meteor and ICC8. Atmospheric
extinction varies with the meteor elevation’s angular
term, i.e. angle above the horizon, and the elevation’s
linear term, i.e. meteor’s elevation above ground. How-
ever, the elevation-dependent nature of the atmospheric
correction is not discussed in the calibration chains de-
scribed in literature (Dubs & Maeda, 2016; Jenniskens,
2007; Borovička et al., 2005).

Atmospheric extinction also slightly depends on the
meteor azimuth. However, since CILBO cameras moni-
tor a fixed sky volume of less than 100 km width, the az-
imuth variability in atmospheric conditions is to first or-
der negligible for observations taken at the same eleva-
tion, i.e. in the same atmospheric layer. Consequently,
the azimuth dependence of atmospheric extinction can
be neglected once the effects of meteor elevation are con-
sidered. Finally, astrometric calibration corrects for the
difference in light dispersion that camera distortions in-
duce on meteors observed at different azimuth locations
in the field of view.

The atmospheric calibration pipeline developed in
this research associates a different correction to each
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elevation in the meteor’s path, calculating as many cor-
rection vectors as there are frames. In doing so, this at-
mospheric calibration returns the spectral information
of the meteoroid at the point in sky where the ICC8
observation occurs. Section 2.1.1 describes the method-
ology of this atmospheric calibration pipeline. Then,
section 2.1.2 presents the validation of the pipeline, per-
formed via a software for atmospheric transmission cal-
culation called TAPAS.

2.1.1 Methodology: Elevation-dependent
approach

To correct each meteor spectrum observed by ICC8
for the atmospheric extinction which affects the light
transmission from the meteor to ground, the pipeline
associates a correction vector to each observed spec-
trum. The vector provides, for each spectral feature
of the observed meteor spectrum, a scaling factor to
return the feature’s appearance in the absence of atmo-
spheric extinction. Atmospheric correction vectors are
calculated following the extinction law in Appenzeller
(2012):

Correction vector =
F0,met

Fmet

=
1

exp
(

−bmet

cos (θmet)

) (1)

Here, Fmet represents the intensity of each feature of
the observed meteor spectrum, F0,met the intensities
of the true (atmospheric-corrected) spectrum, θmet the
Zenith angle of the observed meteor relative to ICC8,
and bmet the atmospheric optical thickness; bmet is
a vector specifying the attenuation of light through the
atmosphere in function of the wavelength. In this study,
only the aerosols’ extinction and gas molecules scatter-
ing were considered for the estimation of the optical
thickness. These have the greatest contribution on the
atmospheric extinction affecting visible meteor spectra
and to first order allow for a good-quality atmospheric
correction.

For the gas molecules’ scattering-only extinction,
the optical thickness (bgas) is obtained as shown be-
low:

bgas = Ngas · σsca (2)

with Ngas the column number density of gas molecules
(number of particles per m2) and σsca the scattering
cross section of gas molecules (in m2). Ngas and σsca

are obtained using Equation 3 and 4 below, considering
a condition of hydrostatic equilibrium.

Ngas =
pbottom − ptop
mgas · g

(3)

σsca(λ) =
24π3

N2
L

(n2 − 1)2

(n2 + 2)2

(6 + 3δ)

(6− 7δ)

1

λ4
≈
C

λ4
(4)

mgas and g are the mass of a gas molecule (obtained for
dry air conditions, molar mass of 28.96 g/mol) and the
gravitational acceleration (9.806 m/s2); pbottom and ptop
are the atmospheric pressures at the observer and target

location, respectively ICC8 and the meteor. In Equa-
tion 4, n is the gas refractive index (assumed
constant), λ the wavelength, NL the Loschmidt’s num-
ber (2.54743 · 1025 m−3) and δ the gas depolarization
constant (0.03 for terrestrial air, ignoring the λ-
dependence).

In Equation 3, g and mgas are approximated as con-
stants between the troposphere (where the ICC8 is lo-
cated) and thermosphere (where the meteor observation
occurs), while ptop and pbottom are obtained considering
a U.S. 1975 Standard atmosphere. These are calculated
as defined below:

p = p0 ·

(

1−
L · h

T0

)

(

g·M

L·R0

)

(5)

where p0 is the sea level (s.l.) standard pressure
(101 325 Pa), L the temperature lapse rate (9.76 K/km,
dry air), T0 the s.l. standard temperature (288.16 K),M
the molar mass (0.029 kg/mol, dry air), R0 the universal
gas constant (8.314 J/(mol·K)), and h the height above
sea level. The pressure at the height of ICC8 (pbottom)
is fixed for each meteor event, as the camera stays fixed
in time (h = 2367m). By contrast, the pressure at the
meteor’s location (ptop) varies along the meteor’s path.
Thus, a different estimation is made for each frame.

Concerning the contribution of aerosols, the aerosol
optical thickness is taken from NASA’s AERONET
databaseb. The data was recorded by an AERONET
sun-photometer in Izaña, Tenerife, located at around
1.17 km ground distance from our ICC8 camera. The
data is provided at discrete, irregular intervals from
340 nm to 870 nm.

The overall optical thickness at the meteor’s loca-
tion (bmet) is obtained combining the Rayleigh optical
thickness of gas molecules (bgas) with the aerosol opti-
cal thickness (AOT) values obtained from the
AERONET database, following the relation below:

bmet = bgas + AOT (6)

Before performing the step above, the aerosol optical
thickness was interpolated to the wavelengths of the
Rayleigh optical thickness, spaced at half the spectral
resolution of ICC8 camera (≈1 nm/px).

Figure 3 shows the parameters considered as part of
the newly implemented atmospheric calibration. Two
atmospheric layers are considered in our procedure. The
first layer is fixed at ICC8’ height from ground (2395 m).
This has pressure equal to p1 and optical thickness b1;
p0 is the pressure at sea level. The location of the sec-
ond layer, instead, varies depending on the meteor’s
location at the time of the meteor frame acquisition. It
has pressure p2 and optical thickness b2. In our case,
b2 is the value of bmet used in Equation 1 and varies
depending on the elevation of the meteor along its path.

Overall, three major assumptions were used for the
development of this atmospheric calibration routine.

bNASA’s AERONET database is found at https://aeronet.

gsfc.nasa.gov/new\_web/aerosols.html. The file which con-
tained the data used was named “Aerosol Optical Depth (AOD)
with Precipitable Water and Angstrom Parameter”.
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Figure 3 – Sketch showing the role of optical thickness
(bmet), Zenith angle of observed meteor (θmet) and atmo-
spheric pressure (p), which are used in the formulation of
the atmospheric calibration of ICC8 observations of mete-
ors (Equation 1 and 3).

First, a double-layer standard atmosphere (U.S. 1975
Standard Atmosphere) was considered. Second, a con-
dition of dry air was assumed for calculating gas mole-
cules’ mass and air pressures. Third, it was assumed
that the atmospheric extinction was only affected by
aerosols and gas molecules’ scattering; absorption and
reflection from water vapour, ozone or other agents were
not considered. To first order, these assumptions do
not significantly bias the results’ accuracy, since the ne-
glected effects would only influence the extinction in-
tensity to the hundredths or lower orders; in partic-
ular, the extinction by water vapour, ozone and oxy-
gen is significantly lower than the combination of gas
molecules and aerosol extinction across the visible spec-
trum (Patat et al., 2011). Meanwhile, these assump-
tions allow to reduce the complexity of the atmospheric
extinction mathematical modelling, since the neglected
effects would require additional terms and higher order
polynomials (than Equation 4) for their accurate esti-
mation.

The newly implemented atmospheric calibration im-
proved the MRG calibration pipeline, which originally
lacked any type of correction for the atmospheric ex-
tinction. The case study results discussed in section 3.1
show the significance of the improvement. The
elevation-dependent approach represents the key fea-
ture of this new pipeline. Depending on the meteor’s
elevation (both angle above horizon and elevation from
ground) at the time when the spectrum is observed,
the correction vector changes. Consequently, the at-
mospheric calibration outputs one correction vector per
ICC8 frame recorded. By correcting for the different ex-
tinctions taking place while the meteor travels through
different elevations in the atmosphere, the line inten-
sity estimations can be improved by more than 20% for
low-wavelength features, as discussed in section 3.2.

2.1.2 Validation: TAPAS

The routine developed for the atmospheric correc-
tion was validated using TAPASc. TAPAS is a web-
based software which allows users to compute the atmo-
spheric transmission in the line-of-sight to a target with

cTAPAS web-based service is accessible through this link:
http://cds-espri.ipsl.fr/tapas/data?methodName=viewForm

known sky coordinates (Bertaux et al., 2014). Having
provided the celestial coordinates of the target body
and the observation date, TAPAS computes the atmo-
spheric transmittance from the body in space to the
observatory specified. This can be compared to the in-
verse of the term “Correction vector” in Equation 1, for
the same event and observational setup.

Vega was selected as the validating target. This
A0Va star has an apparent magnitude of +0.026 and
its spectrum is visible in several ICC8 frames. Four
test events, showing good visibility of Vega spectrum
in ICC8, were considered for the validation; these were
also used for the sensitivity curve calculation (explained
in section 2.2).

Results from two of the events chosen for the valida-
tion are shown in Figure 4. Their behaviour exemplifies
the behaviour of all other test events used for the vali-
dation. From Figure 4, it is possible to see that the at-
mospheric transmittance computed by TAPAS (orange)
agrees to great extent with the results of the atmo-
spheric calibration process developed (blue). The dips
in the TAPAS results are mostly caused by the absorp-
tion from particles in the atmosphere, not considered
in our atmospheric calibration pipeline. The smoother
dip at around 600 nm is linked to the contribution of
ozone absorption; the profound dips around 750–780nm
are linked to oxygen absorption; other dips are linked
to water vapour, which has significant day-to-day vari-
ation. Differently than gas molecules’ scattering, the
contributions of ozone, oxygen and water vapour ab-
sorption have large time variability; they are difficult
to approximate through mathematical modelling and
were not included in this study, as already discussed in
Section 2.1.1.

The computation of the atmospheric transmission
by TAPAS takes significantly more time compared to
the atmospheric calibration routine developed in this
research. TAPAS requests users to provide the input
information necessary for the atmospheric transmission
calculation (date, observer location, target celestial co-
ordinates) via a form; then, TAPAS performs the re-
quested simulation. At the end of each simulation,
TAPAS sends the results via email. The entire process
takes ≈10m. By contrast, results for the same events
are obtained with our atmospheric calibration in ≈10s.
Also, TAPAS does not account for the dependence of at-
mospheric extinction with height. In fact, TAPAS only
considers the right ascension and declination of the tar-
get body. Thus, TAPAS is good for star observations,
where the body is outside of the atmosphere, but less
accurate when a body moves within the atmosphere.

2.2 Spectral Sensitivity Characterisation
The last process of the spectral calibration pipeline

developed is the spectral sensitivity calibration. This
process adjusts the intensity of the individual spectral
lines based on the ICC8 spectral sensitivity curve, which
displays the instrument’s efficiency to record signals at
specific wavelengths. In the original MRG calibration
pipeline, the ICC8 spectral sensitivity curve was cali-
brated in the laboratory, using on-ground observations
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Figure 4 – Atmospheric transmission in function of wavelength, for two of the events used for the atmospheric calibration
validation. Comparison between TAPAS results (orange) and results obtained using atmospheric calibration process
developed (blue).

of lamps with known emission spectra. The estimated
curve was limited to wavelengths in the range 400–
800 nm as it was assumed that ICC8 could not record
signals outside this range. However, an inspection of
the new spectra analysed within this research revealed
that a large set of the meteor events observed by ICC8
contained features of interest outside the 400–800nm
range. For this reason, within this study we performed
a new characterisation of ICC8 sensitivity over a larger
wavelength range: 350–840nmd.

As the experimental equipment in Tenerife has not
been physically reachable for the duration of this re-
search, the new spectral response could not be obtained
in a laboratory. The characterisation of ICC8 spec-
tral sensitivity curve resulted from the processing of
the ICC8 observations of star Vega (α-Lyrae), using
the methodology described in section 2.2.1. The vali-
dation of the spectral sensitivity curve was performed
using spectra of well-known bright stars observed by
ICC8: Deneb, Elnath and Castor. This is described in
section 2.2.2.

2.2.1 Methodology: Vega observations from
CILBO

The process of spectral sensitivity calibration cor-
rects spectra observed by ICC8 for the instrument sen-
sitivity curve, according to the following relation:

Calibrated spectrum =
Spectrum observed by ICC8

ICC8 sensitivity curve
(7)

The ICC8 sensitivity curve obtained from this research
results from the comparison between the true spectrum
of Vega (“reference” in Figure 6), obtained by the Space
Telescope Imaging Spectrograph (STIS) on board of the
Hubble Space Telescope, and ICC8 observations of Vega
(“observed” in Figure 6): the difference in intensity be-
tween features at the same wavelength in the reference
and observed spectrum gives the ICC8 sensitivity at

dThe wavelength boundaries used for the characterisation of
the new ICC8 spectral sensitivity curve were chosen based on
the absence of significant features outside the 350–840 nm range
and the lower accuracy of the atmospheric correction – the ana-
lytical formula used for atmospheric extinction modelling intro-
duces higher errors when trying to estimate the extinction below
350 nm, due to the higher complexity of the phenomena in the
UV.

Figure 5 – ICC8 spectral sensitivity curve, normalised and
limited to a wavelength range from 350 nm to 840 nm. This
calibration curve was obtained by measuring spectra of Vega
star.

that wavelength. The reference spectrum of Vega is
taken from the CALSPEC cataloguee.

According to Buil (2019), the spectrum of a target
observed by the same instrument varies across the dif-
ferent dates of observation, even though the target’s
true spectrum stays approximately constant. In this
study, this was noted for Vega’s spectrum, which showed
differences in the spectral intensity among the differ-
ent observations of the star. These changes depend on
several factors, among which the variability in the back-
ground luminosity and atmospheric conditions. For this
reason, the observed spectrum to compare with the ref-
erence spectrum was the result of a median over four
good-quality observations of Vega, i.e. four observations
in which the first-order spectrum of Vega star was within
the ICC8’s field of view and had high signal to noise
ratio. By taking the median of different spectral obser-
vations, the changes in intensity are balanced and hence
the result is a more representative spectrum. The me-
dian was preferred over an arithmetic mean as the for-
mer is less affected by outliers, which is what we want
to correct for. The dates of the observations used are:
i. 2012 June 24, 03h42m13s (elevation angle 61 .◦1); ii.
2012 August 19, 00h30m28s (elevation angle 55 .◦6); iii.

eCALSPEC Archive: https://archive.stsci.edu/hlsps/

reference-atlases/cdbs/calspec/.
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Figure 6 – Reference Vega spectrum, obtained by the STIS
instrument on board of the Hubble Space Telescope (blue),
and Vega spectrum observed from ICC8 (red). The relation
between the two spectra is used for the ICC8 sensitivity
curve estimation.

2012 September 19, 22h16m46s (elevation angle 57 .◦1);
iv. 2013 July 05, 03h35m39s (elevation angle 54 .◦2).

The procedure used for ICC8 spectral sensitivity
curve estimation is schematised in Figure 7. This is
divided in three parts: (I) processing of ICC8 observed
spectra, (II) comparison of the reference and observed
spectrum, and (III) final adjustment of the sensitivity
curve.

(I) The first part of the processing of ICC8 observed
spectra involves the flat-field and dark current correc-
tion of each frame, and the wavelength calibration of
the four ICC8 observations of Vega spectrum, following
the pipeline discussed in Zender et al. (2014). Next, the
spectra are corrected for atmospheric extinction, using
the methodology explained in section 2.2.1. The final
observed spectrum is the median of the four calibrated
spectra.

(II) In the second part of the estimation scheme,
the final observed spectrum is divided by the reference
spectrum obtained by STIS. The comparison between
the two spectra is visualised in Figure 6.

(III) In the third step of the processing of ICC8 ob-
served spectra, the outcome of this ratio is adjusted to a
smoothed and normalised, unit-less curve. To smoothen
the response curve, averaging out the noise and absorp-
tion peaks in both spectra, the curve resulting from step
(II) was fitted with a least-squares polynomial of order
twelve. The final instrument response curve is the fit-
ted spectrum after normalisation, which was executed
using the min-max technique (Patro & Sahu, 2015).

The ICC8 sensitivity curve resulting from this pro-
cedure is shown in Figure 5.

2.2.2 Validation: Use of bright stars

To validate the ICC8 sensitivity curve (visualised in
Figure 5), the spectra of bright stars observed by ICC8
were compared to their corresponding reference spectra.
The observed spectra were first sensitivity calibrated,
following Equation 7, before being compared to their
reference. The bright stars used for the validation are

Figure 7 – Schematic of the steps followed in estimation of
ICC8 spectral sensitivity curve.

Deneb, Elnath and Castor, whose reference spectra were
obtained from the HyperLeda cataloguef.

The results of this validation are shown in Figure 8
and 9. For all the cases considered, the calibrated
spectra of the bright stars observed from ICC8 resem-
ble the behaviour of the corresponding reference spec-
tra (observed outside of the atmosphere), reported in
the HyperLeda catalogue. Since in this research we
were only interested in the relative analysis of the spec-
tral features, the spectra observed from ICC8 were not
converted to physical flow units (erg cm−2 s−1 0.1 nm−1,
unit of reference spectra provided by the catalogue) but
were left in digital units (ICC8 pixel values). As a con-
sequence, the observed and reference spectra show dif-
ferent units and hence the comparison between the two
can only be done by comparing their shapes. The scales
of the reference and observed spectrum are chosen to
range from the point of lowest signal to the highest,
with the boundaries in the plots taken at 10% distance
from the highest point.

All the spectra used for the validation were observed
at different dates and times. The agreement between
reference and calibrated observed spectra for all these
different events verified that the sensitivity calibration
is not dependent on the specific conditions of the ob-
servation date (e.g. background or atmospheric condi-
tions).

Altogether, these results confirm the validity of the
estimated ICC8 sensitivity curve for the sensitivity cal-
ibration of celestial bodies observed from ICC8.

3 Results
To show the improvements on the accuracy of mete-

oroid composition inference which derive from the ap-
plication of the newly developed spectral calibration
pipeline, this section analyses the results from a case

fHyperLeda catalogue: http://leda.univ-lyon1.fr/.
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Figure 8 – Spectra of bright stars Deneb (left) and Castor (right), observed from ICC8 on 2013 March 10, 00h39m51s and
2013 March 28, 22h49m38s. Black: Observed spectrum before sensitivity calibration. Blue: Spectrum after the complete
spectral calibration (instrument sensitivity and atmospheric extinction). In red, the reference spectrum of the bright stars
(Hyper Leda catalogue).

Figure 9 – Evolution of the spectrum of Elnath star during
the application of the spectral calibration. Black: Spec-
trum of Elnath as observed from ICC8 on 2012 February
23, 23h15m33s. Light blue: Elnath spectrum observed by
ICC8, after sensitivity calibration, with no correction for at-
mospheric extinction. Blue: Elnath spectrum observed by
ICC8, after spectral calibration (sensitivity and atmospheric
correction). Red: Reference spectrum of Elnath obtained by
STIS outside of atmosphere.

study. The meteor event considered for case study is the
one recorded on 2012 June 01 at 22h51m00s, whose first-
order spectrum recorded by ICC8 is shown in Figure 10.
The meteor generated from the Antihelion source, has
a brightness of −1.5 and a speed of 30 km/s. The me-
teor evolution was recorded over 37 frames, for each
of which a tailored spectral calibration was performed.
The observations record a path of more than 21 km in
the atmosphere.

The original MRG calibration pipeline did not in-
clude any type of correction for the effects of atmo-
spheric extinction on meteor spectra (Rudawska et al.,
2020). The study presented in section 3.1 aims to show
the importance of applying an atmospheric calibration,
especially for the accurate estimation of elements’ emis-
sions at low wavelengths. In that section, the elements’
abundances obtained using the atmospheric calibration
pipeline developed in this research are compared to the
abundances obtained in case of no atmospheric correc-
tion. Then, section 3.2 focuses on the importance of
considering the elevation dependence of the atmospheric

Figure 10 – Event 2012 June 01, 22h51m00s. Zeroth-order
(left) and first-order spectrum (right) seen from ICC8.

extinction. Using the case study, we show how the ap-
plication of an elevation-dependent correction can sig-
nificantly change the line intensity estimation of meteor
spectra, compared to the more common practice of ap-
plying the same correction over all frames. The effects
of the elevation dependence of atmospheric correction
are isolated.

3.1 Effects of the atmospheric calibra-
tion on spectral analysis and mete-
oroid composition inference

To show the improvements which the atmospheric
calibration pipeline developed can have on spectral anal-
ysis, first we decided to present the case of Elnath, a
bright star with a known spectrum. Figure 9 compares
the reference spectrum of Elnath recorded by the Space
Telescope Imaging Spectrograph (STIS) on board the
Hubble Space Telescope (red), with the spectrum of El-
nath star observed by ICC8, before and after atmo-
spheric calibration. One can appreciate how the appli-
cation of the atmospheric calibration increases the in-
tensity of spectral features, especially towards the lower
wavelengths, thus resulting in better agreement between
the reference and observed Elnath spectra. The reason
behind the difference in unit between the reference and
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Figure 11 – Elements’ number density for frame 06 (left) and 26 (right) for the meteor event recorded on 2012 June 01 at
22h51m00s. Blue: No atmospheric correction applied on the spectrum. Orange: Atmospheric correction applied.

Figure 12 – Evolution of Fe (left) and Ca (right) number density along the meteor’s path, for the meteor event recorded on
2012 June 01 at 22h51m00s. Blue: No atmospheric correction applied on the spectrum. Orange: Atmospheric correction
applied. For this event, the meteor was firstly detected in frame 06 and lastly in frame 36.

observed spectra, and the choice of their scale are the
same as already discussed in section 2.2.2.

Considering the 2012 June 01, 22h51m00s case study,
it is concluded that the application of the atmospheric
calibration produces significant changes in the estima-
tion of the elements’ number densities. Figure 11 vi-
sualises the effects of applying the atmospheric calibra-
tion on the elements’ number density estimations for
two frames of the case study: frame 06 and 26. The two
frames are separated by 1s in time and more than 15 km
in height. For both, the estimations after the applica-
tion of the new procedure developed in this project are
shown in orange; in blue are the estimations obtained
using the original MRG pipeline. Looking at elements
emitting at low wavelengths, like Fe and Ca which have
the multiplet 2 emitted at 375 nm and 422 nm respec-
tively, the application of the atmospheric calibration de-
termined a significant increase: on average, Fe and Ca
number densities were subject to an average increase
greater than 10% over each frame, compared to the es-
timations done without atmospheric correction. This
increase is consistent along the entire meteor’s path, as
observed from Figure 12.

The significance of this increase suggests that the
application of the atmospheric calibration can affect the
accuracy of the estimations of elements’ abundance ob-
tained from past research where the atmospheric extinc-
tion was not corrected for, like Rudawska et al. (2020).
This change is not expected to substantially alter the
validity of this study, focused on measuring the rela-
tive elements’ abundance in meteoroids: meteor spec-
tra were classified based on the intensities of magne-

sium, sodium and iron relative to the Mg I line inten-
sity (at 518.2 nm). In fact, as shown by Figure 11, the
changes induced on the intensity of spectral features are
coherent for different elements. However, while these
changes would not substantially alter conclusions on rel-
ative composition classification, they significantly affect
the accuracy of absolute elements’ abundance estima-
tions.

3.2 Importance of the elevation-
dependent approach

We investigated the significance of using an
elevation-dependent spectral calibration on the accu-
racy of meteor spectral analyses and respective me-
teoroid composition inference. The case study here
demonstrates the importance of using such an elevation-
dependent approach for the accuracy of the results. Fig-
ure 13 shows the meteor spectrum of frame 34 recorded
by ICC8 for date 2012 June 01 at 22h51m00s. The
plot compares the line intensities of the meteor spec-
trum with and without the application of the elevation-
dependent calibration approach. In particular, the or-
ange line shows the spectrum after the correction for the
specific elevation at which the meteor was observed in
frame 34. The blue line shows the spectrum if the same
correction was applied over all the frames and hence the
atmospheric extinction variation with elevation was not
considered.

The results show that the elevation-dependent cor-
rection changes the line intensity estimation by an av-
erage of 20% for spectral features below 400 nm. Con-
sidering for example the Fe I (2) emission at around
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Figure 13 – Meteor spectrum with and without the appli-
cation of the elevation-dependent approach for the atmo-
spheric calibration. Orange: Spectrum corrected for the
elevation dependence of the atmospheric extinction. Blue:
No elevation-dependent correction applied. Meteor event
recorded by ICC8 on 2012 June 01 at 22h51m00s.

375.5 nm, the features experience an increase in line in-
tensity of about 30%. As the line intensities in me-
teor spectra are used to estimate the elements’ abun-
dance in the meteoroid, these changes improve the accu-
racy of the compositional inference, compared to cases
in which the elevation dependence of the atmospheric
correction is not considered. The significance of the
changes, reaching also peaks of 30%, shows the impor-
tance of using an elevation-dependent approach, which
considers the variation in atmospheric extinction as the
meteoroid moves through the atmosphere.

4 Conclusions
This research focused on the spectral calibration

of meteors and investigated the influence of the atmo-
spheric extinction on the appearance and study of me-
teor spectra. An automatic procedure for the elevation-
dependent atmospheric calibration was developed and
validated. With elevation dependence is meant the de-
pendence of the atmospheric correction on both the el-
evation angular term, i.e. angle above horizon, and its
linear term, i.e. elevation from ground. The output of
the atmospheric calibration pipeline developed are cor-
rection vectors, which correct the observed spectra for
the atmospheric extinction. A correction vector is gen-
erated for each video frame recorded by ICC8; by doing
so, this atmospheric correction follows the meteoroid’s
path in the atmosphere and allows to correct the me-
teor spectra for the variation in atmospheric extinction
as the meteoroids travel within the atmosphere. The
elevation dependence of the atmospheric extinction was
previously not investigated in studies of meteor spectra.
Thus, its consideration represents a novelty to the body
of knowledge.

This research showed that the influence of the ele-
vation dependence of the atmospheric extinction on the
accuracy of meteoroid composition inference is signifi-
cant. From the analysis of a case study meteor event ob-
served on 2012 June 01, 22h51m00s, we showed that the
use of an elevation-dependent approach for atmospheric
correction can improve the line intensity estimation by
more than 20% for features below 400 nm. This suggests
that applying an elevation-dependent atmospheric cali-
bration is preferable, in terms of accuracy of meteoroid

composition inference, over the widely used standard
atmospheric correction, which does not account for the
extinction variation at the different times of meteor ob-
servation.

Furthermore, we showed how the application of the
atmospheric calibration improves the pipelines of me-
teor spectral calibration and analysis, as for the case
of the MRG pipeline which originally did not include
corrections for atmospheric extinction. Considering the
case study meteor event, elements with emissions at low
wavelengths, like Fe and Ca, were subject to an aver-
age increase in number density greater than 10% over
each frame, compared to the estimations done without
atmospheric correction. The results from this research
imply that the low-wavelength features calibrated with
the original MRG pipeline were underestimated during
past spectral analysis; low-wavelength features in vis-
ible spectra were the most affected, since atmospheric
extinction corrections are most significant at near-UV
wavelengths. Nevertheless, these changes are not ex-
pected to disprove the validity of earlier research on
meteor spectroscopic observations like Rudawska et al.
(2020).

Lastly, during this study the ICC8 spectral sensi-
tivity curve was calculated over the wider wavelength
range of 350–840nm, compared to the original sensitiv-
ity curve obtained by previous MRG research, limited
to 400–800nm. This new curve was based on the com-
parison between first-order observations of Vega from
CILBO and the reference Vega spectrum obtained from
space (STIS observation, on board the Hubble Space
Telescope).

The re-definition of ICC8 spectral sensitivity curve
brings an improvement to the spectral calibration
pipeline and is advantageous in view of future work
in the Meteor Research Group: the wider sensitivity
curve will allow to analyse features in the meteor spec-
tra which were previously cut off; particularly, Si, Cr,
Fe and Mg have significant features in the 350–400nm
range, and O and N for wavelengths above 800 nm.
Including these additional features will result in more
complete and hence higher accuracy inference of mete-
oroids’ compositions from the analysis of CILBO spec-
tral observations.
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What just happened? Facilitating Cooperation Between Fireball
Networks

Jim Rowe 1

The UK has six fireball or meteor networks using five different camera systems. Similar overlaps occur
in Germanya, Franceb, Moroccoc, and the United Statesd. We report here on two innovations which help
overlapping or neighbouring networks compare observations and exchange data. These are:

1. The Global Fireball Exchange format. This is how a meteor network can represent a detailed single-station
observation of a fireball event. This enables each network to swap observations with its neighbours, so that each
can run their own trajectory and dark flight models using a mix of their own data and data from other networks.

This solution arose from detailed work presented to Europlanet Science Congress in 2020, in which eight existing
single-station fireball data formats were compared and evaluated, and the format used by the Australian Desert
Fireball Network was found to be the most useful for this purposee. The Global Fireball Exchange (GFE)
Format has been (or is being) implemented by five different networks. It was used to exchange data during the
early stages of response to the Winchcombe meteorite fall.

2. The Event Log format. This is how a meteor network can disclose the timing and approximate observing
location of each meteor that it has detected, to enable the other network to check for matching meteor
observations. Unlike the Global Fireball Exchange format, which allows exchange of details of the observation
after careful analysis, the Event Log Format just allows immediate confirmation that a fireball was seen by a
particular camera at a particular time.

This solution arose from a 13-way email discussionf initiated by Luboš Neslušang following the Europlanet Virtual
Fireballs Conference in June 2021. After much discussion about existing meteor databases and communication
protocols, Mike Hankey of the American Meteor Society (AMS) proposed an elegant, peer to peer solution that
is easy to implement. This solution is described in this paper.

These tools allow neighbouring networks to quickly determine whether they both captured the same event of
interest, then to exchange detailed observations of that event. This should lead to quicker recovery of meteorites
and better initial strewn field calculations.
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This work has been presented at the International Meteor
Conference 2021 (held online).

1 The Global Fireball Exchange format

The fall of a meteorite may be caught by several
fireball networks. Sometimes each network will have
only one or two observations, which is not enough to
be sure of the trajectory. Sharing data between net-
works allows better initial trajectory solutions to be es-
tablished. Using a standard format for sharing allows a

1Organiser, the UK Fireball Alliance.
Email: jim.rowe@scamp.org.uk

IMO bibcode WGN-496-rowe-cooperation
NASA-ADS bibcode 2021JIMO...49..211R

aIn Germany, there is overlap between the FRIPON network
(i.e., the Fireball Recovery and InterPlanetary Observation Net-
work) and the AllSky7 network.

bIn France, the FRIPON network overlaps with the BOAM
(Base des Observateurs Amateurs de Météores) network and with
the AllSky7 network.

cIn Morocco, FRIPON has cameras in some coastal locations
while Desert Fireball Network has cameras in inland dark-sky
locations.

dIn the US there are overlaps between the AllSkyCams (AMS)
network, NASA’s All Sky Fireball Network and the CAMS (Cam-
eras for All-Sky Meteor Surveillance) network.

rapid exchange of data, facilitating a rapid recovery of
the meteorite.

The Global Fireball Exchange (GFE) format was de-
vised in 2020 and now has been implemented by several
networks. Amateur astronomers may also know it as
the “.ecsv” format, which is how it is described by par-
ticipants in the Global Meteor Networkh. This section
describes its origin, use, maintenance, and implementa-
tion.

1.1 GFE and the Winchcombe meteorite

Use of the GFE format allowed sharing of data from
three of five camera systems that caught the fall of the
Winchcombe meteoroid/meteorite (see Figure 1), re-
sulting in quick revision of the trajectory calculations

eThe Europlanet Science Congress 2020 talk was called “Us-
ing incompatible fireball camera systems to find meteorites –
towards a data exchange standard” and can be accessed at
https://vimeo.com/458077336. The corresponding paper is un-
published but can be accessed in draft form at https://github.

com/UKFAll/standard.
fThe e-mail discussion was initiated by Luboš Neslušan on

21 June 2021 and involved Detlef Koschny, Damir Šegon, De-
nis Vida, François Colas, Jiří Borovička, Mike Hankey, Paul
Roggemans, Sirko Molau, Vincent Perlerin, Gerhard Drolshagen,
Regina Rudawska and Jim Rowe.

gLuboš Neslušan is Senior Researcher - Astronomer, Astro-
nomical Institute, Slovak Academy of Sciences.

hThe Global Meteor Network is based in Canada, and its
homepage is https://globalmeteornetwork.org/.
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Figure 1 – The Winchcombe meteoroid/meteorite arriving
at 21:54 UTC on 28th February 2021. It was captured on
five incompatible meteor or fireball camera systems.

Figure 2 – Fifteen UK-based meteor or fireball cam-
eras recorded the Winchcombe fall. This included three
FRIPONi cameras (pink outline at left) and three DFN
(Desert Fireball Network) cameras (blue outline at right).
The main mass was found where the yellow pin is shown,
while the small blue shape near the main mass shows the
final strewn field, and the red shape surrounding the main
mass is the “alert” area issued to the press the morning after
the fall.

and so allowing a validated fall zone to be issued in a
press release early on the morning after the fall.

Two of the six UK networks (i.e., SCAMPj/FRIPON
and UK Fireball Networkk/DFN) produced trajectory
calculations nearly immediately. These were both avail-

iFRIPON is the Fireball Recovery and InterPlanetary Ob-
servation Network, a network of all-sky fireball detection cameras
based mainly in France. Its homepage is at https://www.fripon.

org/.
jSCAMP is the System for Capture of Asteroid and Meteoroid

Paths and is the UK component of the FRIPON network.
kThe UK Fireball Network (UKFN) is the UK part of the

Global Fireball Observatory and deploys equipment developed
by and for the Desert Fireball Network in Australia. UKFN is
run mainly from Imperial College London and the University of
Glasgow, while the Desert Fireball Network is a collaboration
focussed on Curtin University in Western Australia.

Figure 3 – The trajectory of the Winchcombe ob-
ject, using data from three UKFN/DFN cameras, three
SCAMP/FRIPON cameras and one UFOCapture system
in the Nemetode network. Credit – Hadrien Devillepoix,
Curtin University and DFN.

able by 05:41 the morning after the fall, but the two
trajectories were slightly different. This is because the
three SCAMP/FRIPON cameras (shown in Figure 2)
were under or behind the fall, while the three UKFN
cameras (also shown in Figure 2) were in front of the
fall and had a slightly foreshortened view.

UKFAlll immediately sent the data from each net-
work to the other networks in GFE format. By 08:25,
DFN had calculated a combined trajectory incorporat-
ing the DFN data, the FRIPON data and one obser-
vation from Nick James of the Nemetodem network in
Chelmsford. This combined trajectory is shown in Fig-
ure 3. The corresponding orbit now looked like that of
a main belt asteroid rather than that of a comet.

1.2 Parallel processing, resilience, and
speed

The traditional way of calculating a trajectory from
multiple camera systems is for one expert to collate all
of the original image data from the various systems (or
from dashcams or security camera footage) and to anal-
yse each different image system consistently and accu-
rately. This capability is not widespread, and if that
expert is on holiday, away, busy or disinclined then no
progress can be made.

There is nothing wrong with this, and the best re-
sults may indeed be obtained by patient and consistent
plate solving on the image and picking out of the trajec-
tory against the background. However, results obtained
this way may not be available for days or weeks after
the fall.

By contrast, the sharing of single-station observa-
tions in a standard format allows the experts in each
system to reduce the data from their own system, then
contribute it in a standard format for analysis and val-
idation by the operators of other systems. Outliers will

lUKFAll is the UK Fireball Alliance, https://www.ukfall.

org.uk/.
mNemetode is the Network for Meteor Triangulation and Orbit

Determination, http://www.nemetode.org/.
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Figure 4 – A schematic illustration of one person processing
original image data from multiple sources.

Figure 5 – Each system will always have one or more expert
users who can extract good-quality data from the system
that they are very familiar with. This data can then be
pooled in GFE format, allowing parallel processing of data
from multiple sources using system-specific expertise and
reducing reliance upon any one individual.

usually become apparent quickly and can be re-analysed
or can be excluded from the data pool. Individual spe-
cialisms (such as analysis of dashcam videos) can make
their contribution. This is shown schematically in Fig-
ure 5.

An additional benefit of “pooled” data is that each
network can perform trajectory and strewn field cal-
culations on the data set, and mistakes at this second
stage of the analysis can be identified rapidly. If several
strewn field calculations which use the same luminous
path information then produce dissimilar results, this
can be investigated and resolved. It is far better to find
a mistake before you go hunting for a meteorite, rather
than after a week of looking in the wrong place!

1.3 Implementation of GFE

The GFE format was designed in order to solve a
problem of data sharing within UKFAll in the UK, and
so unsurprisingly its initial adoption has been mainly by
networks operating in the UK. The following diagram

Figure 6 – Implementation status as of September 2021.
Please note that AllSkyCams and AllSky7 are the same sys-
tem; MetRec (the Meteor Recognizer) is a central European
system with a very long heritage, UFO refers to UFOCap-
ture and UFOAnalyzer produced by SonotaCo and Cams
is the Cameras for All-Sky Surveillance system. Note – In
December 2021, SonotaCo decided to add GFE write-only
functionality to UFOAnalyzer.

(Figure 6) was presented to GMC 2021 to summarise
implementation.

1.4 Origins and formalisation of GFE

During 2020 there was a widespread consultation
between networks and other interested parties to deter-
mine whether a standard format for exchange of single-
station data was useful, and if so, what format should be
used. Eight existing formats were examined, of which
four were found to be suitable. Of those four, the best
was found to be that used by the Desert Fireball Net-
work, which was an Extended CSV format (i.e., “ecsv”)
native to AstroPy but which could also be edited with
a text editor or spreadsheet program. The GFE format
is therefore based very closely upon the Desert Fireball
format. Details of this analysis can be found in the 2020
Europlanet Science Congress paper (Rowe et al., 2020)
and presentation referenced in footnote e.

In January 2021, Jim Rowe, Denis Vida and Hadrien
Devillepoix formally defined the standard, and made it
available to all for implementation.

An example of the GFE format is shown in the dia-
gram in Figure 9. Further examples can be found online
here: https://github.com/UKFAll/standard.

The GFE standard, sample data and read/write rou-
tines are available to everyone on Github, as described
in Figure 10.

The standard is maintained by a committee, made
up of UKFAll and a representative of each fireball net-
work that has implemented the GFE standard. At
the moment, the committee is made up of Jim Rowe
of UKFAll, Denis Vida of the Global Meteor Network,
Hadrien Devillepoix of DFN and Sirko Molau of MetRec
and AllSky7. The standard is therefore owned and con-
trolled by the networks that have implemented it. New
networks are invited to join the committee once they
implement the GFE standard.
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Figure 7 – The eight existing formats evaluated in the 2020
EPSC (Europlanet Science Congress) paper.

Figure 8 – The author list for the 2020 EPSC paper gives a
good guide to the extent of the consultation that occurred
between March and August 2020.

Figure 9 – An example of the GFE format. The first 13
lines are headers, then there is a list of metadata which
describes the camera location and orientation. Finally, there
is a comma-separated table of data relating to each observed
point in the meteor path. In the example above, only five
points were observed.

The process for proposing and/or approving any
changes to the GFE standard is very conservative, to
avoid making changes that render old data unusable.
This change process is set out in the standard.

Figure 10 – The documents available at
https://github.com/UKFAll/standard. Since then, a
data converter (written as a Jupyter script) and a user
guide for the script have been added and are freely available.

2 The Event Log format

Exchanging data between networks is not usually
automated, because each network has a substantial in-
vestment in equipment and infrastructure, and so it is
not sensible to automatically make all data immediately
available to anyone who wants them.

However, most networks are happy to confirm
whether or not they saw a particular event. That con-
firmation can then lead to a more detailed discussion
about sharing data relating to that event.

2.1 Origin of the Event Log Format

Following the May 2021 Europlanet fireballs con-
ference, an e-mail discussion about event sharing and
event, trajectory and orbit databases was initiated by
Luboš Neslušan of the Astronomical Institute of the
Slovak Academy of Sciences. Initially the discussion
focussed on whether multiple networks could or should
report events and related data to a central server, and
which server that should be. Multiple possibilities were
discussed with the consensus being that it would not be
possible to implement the type of solution illustrated
Figure 11.

The discussion then turned to peer-to-peer solutions,
and Mike Hankey of the AMS proposed an elegant and
simple solution that was compatible with the computer
security issues faced by institutions and involved mini-
mal computing overhead and efficient use of communi-
cations infrastructure.

Shown schematically in Figure 12, the peer-to-peer
system allowed multiple databases to query each net-
work for events, and for the networks to query each
other.

As shown in Figure 13, each network would host two
text files on its public-facing server. These two files are:

The “Camera Location File”, which just lists the ap-
proximate location of each camera on the network and
so is very rarely updated. The “Event Log” file, which
is updated every time the network makes a detection
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Figure 11 – A schematic representation of a server-based
solution. A central database talks to each network, col-
lates observation, then sends out alerts when a match is
found between data from the various network. There was
no agreement on which central server was the best to use
and concerns were expressed on implementation cost, net-
work security and the volume of data exchange required.

Figure 12 – A schematic representation of a peer-to-peer
solution. Each meteor network or database that records a
fireball event can then query neighbouring networks to de-
termine whether there is a matching event in the neighbour-
ing network.

and records the exact time of each detection by each
camera over the previous 72 hours.

Taken together, these files allow a third-party net-
work to check whether this network saw an event within
a particular time period, and if it did, to look up the
location of the camera to help determine whether that
observation could be relevant or useful.

Again, this format is available for anyone to read
and can be found on GitHub at https://github.com/

UKFAll/event_log, along with examples, as shown in
Figure 14.

2.2 Implementation of the Event Log
Format

Unlike the Global Fireball Exchange format, the
Event Log format has not yet been widely implemented.
It was implemented by the UK Meteor Network in July

Figure 13 – Examples of the Camera Location File and the
Event Log file. These examples correspond to the FRIPON
network, which is an all-sky network. For a network of
narrow-field cameras (such as the Global Meteor Network
or CAMS), the Camera Location File can also contain in-
formation describing the field of view of each camera.

Figure 14 – A formal definition of the Event Log format is
available at https://github.com/UKFAll/event_log. This
includes examples from the FRIPON and AllSky7 networks.

2021 but, in the absence of implementation by any other
network, has not been maintained.

3 Summary

This paper has described two forms of data inter-
change between networks, both designed to answer the
question “what just happened?”. The “Event Log” for-
mat immediately records that an event has been seen by
a particular camera within a particular network, while
the Global Fireball Exchange format allows exchange of
detailed single-station fireball observations once reliable
data is available.

The Global Fireball Exchange format (GFE format
or ECSV format) was devised in 2020 based on the
single-station data format used by the Desert Fireball
Network, and in 2021 has been implemented (or is be-
ing implemented) by several fireball networks. It is a
formally-defined standard with a committee structure
maintaining and supporting it.

The Event Log format is also formally defined, but
as yet has not been widely adopted and has no such
underlying committee or support structure.
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Together, these two standards (particularly the GFE
standard) can facilitate more reliable early recovery of
meteorites that have been seen by more than one fire-
ball network by facilitating rapid validation of trajec-
tory and strewn field calculations.
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C/2021 A1 (Leonard), Messier 3 and a meteor

In this image taken on the early morning of 2021 December 3, 4:31 AM MT, at Grand Mesa Observatory,
Comet C/2021 A1 (Leonard) is seen moving past Globular Cluster M3 in our night sky when a meteor

streaked across this scene. Single 120 second combined with 40% mix for noise reduction from a 90× 120
second stack. Camera: QHY367 Pro C Full Frame One Shot Color CMOS. Optics: Takahashi E-180

Astrograph. Captured and processed by Tom Masterson and Terry Hancock.


